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Abstract: It is commonly believed that HIV testing is essential for disease prevention. Indeed, spending 
on counseling and testing accounts for over half of the total expenditures on HIV prevention in some 
African countries. Despite this, there is evidence that even when testing is available most people do not 
take advantage of it, and there is little causal evidence on the behavioral response to knowing one's status. 
For this paper, I designed and implemented a randomized experiment to evaluate the demand for learning 
HIV results and to estimate subsequent behavior change. In the experiment, over 2,700 individuals in 
rural Malawi were randomly assigned monetary incentives to learn their HIV results after testing. Two 
months later, they were re-interviewed and given the opportunity to purchase condoms. I find that while 
less than half of the participants attended clinics to learn their HIV status without any incentive, even a 
very small incentive (about one-tenth of a day’s wage) increased the share learning their results by 50%. 
Using the exogenously assigned incentives and distance from results centers as instruments for HIV 
knowledge, I find that HIV positive subjects with a sexual partner who learn their status are significantly 
more likely to purchase condoms; however, the average number of condoms purchased is low. Using the 
estimates of the effect of learning HIV status on condom purchases, I calibrate an epidemiological model 
of infection that suggests that HIV testing is not as cost-effective as other prevention strategies. 
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1 Introduction 
Over the past two decades, the HIV/AIDS epidemic has afflicted Africa, with over 2.3 million AIDS-

related deaths and 25 million adults and children infected with HIV in 2001 (UNAIDS 2001). One 

suggested intervention to alleviate the spread of the disease is HIV testing, and some have gone so far as 

to declare that voluntary counseling and testing (VCT) is the “missing weapon” in the battle against AIDS 

(Holbrooke and Fuhrman 2004)1. Under the assumption that HIV testing is an effective prevention 

strategy, many international organizations and governments have called for increased investments into 

counseling and testing, requiring large amounts of monetary and human resources. For example, in South 

Africa, government expenditures on counseling and testing went from $2.4 million in 2000 to $17.3 

million in 2004 and in Mozambique, 55 percent of the total expenditure on HIV/AIDS programs was 

spent on testing programs in 2000 (Martin 2003)2. Some governments have even suggested implementing 

universal testing programs for all citizens, sending nurses house-to-house (Donnelly 2005). 

Underlying the emphasis on HIV testing for prevention – and the large expenditures on testing – 

are two rarely challenged assumptions: first, that despite important potential benefits, it is difficult for 

people to learn their HIV status. This may be due to possible psychological and social barriers. Second, 

after learning HIV results, there are positive effects on sexual behavior that prevent the spread of the 

disease: specifically, that those diagnosed negative will protect themselves from infection and those 

diagnosed positive will take precautions to protect others.   

In this paper, I evaluate a field experiment in rural Malawi designed and implemented to address 

these claims. I find that any barriers to learning HIV results can be easily overcome by offering small 

cash incentives. However, while there are significant behavioral effects after learning HIV positive 

results, the overall magnitude of the effects are small. Given these analyses, I find that relative to other 

available prevention strategies, HIV testing is not the most cost-effective way to avert the most infections 

                                                      
1 Several organizations such as the Global Business Coalition, WHO, UNAIDS, Viacom, the Henry J. Kaiser Family 
Foundation, and the Bill and Melinda Gates Foundation have begun investing in large-scale international media 
campaigns to increase testing (Global Business Coalition 2005; knowhivaids.org 2005). 
2 Although testing is currently conducted among voluntary clients, mandatory testing has been widely discussed as a 
prevention strategy (Reporter 2004, Lafraniere 2004, Nyathi 2003).  
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with a given budget.  

Previous studies have attempted to measure the demand for learning HIV status, as well as the 

subsequent behavioral effects after learning HIV results. Most studies rely on self-reported behavior by 

asking individuals if they want to know their HIV status (e.g., Day et al. 2003, deGraft-Johnson et al. 

2004, Laver 2001 and Yoder 2004) or by asking about sexual behavior (e.g., Coates et al. 2000; Kamega 

et al. 1991, Temmerman et al. 1990, and Weinhardt et al. 1999). Self-selection is also a serious limitation 

to evaluating the effects of learning HIV results. Most, if not all, studies use a sample of individuals who 

self-select into knowing their status. One exception to this is a study that randomly phased-in individuals 

into being tested (Coates et al. 2000). Their findings, that learning HIV results substantially reduced 

reported risky sexual behavior, has since been widely cited within the public health literature and used in 

subsequent simulations to conclude that counseling and testing is an effective strategy for preventing new 

infections (Sweat et al. 2000). However, even the study by Coates and his colleagues was conducted 

among self-selected individuals who choose to have an HIV test at urban health clinics and relied on 

reported sexual behavior as the measure of behavioral change. Another study by Boozer and Philipson 

(2000) found large effects of learning HIV status among gay men in San Francisco, accounting for their 

prior beliefs of infection; this study also suffers from the above limitations. 

The design of this experiment avoids the usual complications of selection and reporting bias 

because it measured actual attendance and condom purchases, randomized the location of centers where 

HIV results were available, and randomized individual incentives to learn HIV status. This is important 

because factors impacting the decision to learn HIV results are generally correlated with behavioral 

outcomes, leading to biased estimates of the impact of learning HIV results on sexual behavior.  

Respondents in rural Malawi were offered a free HIV test and were given randomly assigned 

vouchers between zero and three dollars, redeemable upon learning their results. The demand for HIV 

information without incentives was moderate: 39 percent of those given no monetary incentive attended 

centers to learn their results. However, learning HIV results was highly elastic to these incentives and 

those receiving positive-valued incentives were, on average, twice as likely to learn their HIV status as 
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individuals receiving no incentive. Although the average incentive was worth about a day’s wage, even 

the smallest amount, one-tenth of a day’s wage, resulted in large attendance gains. The location of each 

results center was also randomly placed to evaluate the impact of distance on attendance: living over one 

kilometer from the VCT center reduced attendance by seven percent. There is also evidence of strategic 

complementarities of neighbors’ and spouses’ attendance with respondents’ own attendance. 

Several months later, follow-up interviews were conducted and respondents were given the 

opportunity to purchase condoms. Using the random allocation of incentives and distance as exogenous 

instruments for learning HIV status, I find that receiving an HIV positive diagnosis significantly increased 

the likelihood of purchasing condoms among those with a sexual partner. Learning HIV status had no 

impact among those that were HIV negative or those who were not sexually active, and there are no 

additional effects when both members of a married couple learn their HIV status. 

 Given the estimated effects of learning HIV results on the demand for condoms and 

epidemiological parameters determining disease transmission, I estimate the cost-effectiveness of HIV 

testing in terms of expected new infections averted and associated costs. Compared to cheaper prevention 

programs, I find that subsidized population-based testing is not a cost-effective strategy for averting 

infections. However, if governments or organizations do choose to adopt HIV testing as a prevention 

strategy, such as for targeting high-risk groups or pregnant women, offering small rewards to encourage 

people to learn their results may be effective.  

 The paper proceeds as follows: Section 2 discusses the study design. Section 3 presents the 

impact of incentives and distance on learning HIV status. Section 4 presents the effects of learning HIV 

status on sexual behavior. Section 5 evaluates cost-effectiveness. Section 6 concludes. 

 

2 Project Design 
2. 1 Background on Malawi and Description of the Data 

The Malawi Diffusion and Ideational Change Project (MDICP) is conducted in Malawi, a land-locked 

country located in southern Africa (Figure 1). This collaborative project between the University of 
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Pennsylvania and the Malawi College of Medicine is a panel study of men and women randomly selected 

from 125 villages in the districts of Rumphi, Mchinji, and Balaka, located in the north, central, and 

southern regions respectively3. Approximately one in four households in each village were randomly 

selected to participate, and ever-married women and their husbands from these households were 

interviewed in 1998, 2001, and 2004. During data collection in 2004, an additional sample of adolescents 

(ages 15-24) residing in the original villages was added to the sample.  

 Between May-August of 2004, nurses from outside each area offered respondents free tests for 

HIV and three other sexually transmitted infections (STI’s), gonorrhea, chlamydia, and trichomoniasis. 

Samples were taken through oral swabs to test for HIV and through urine (men) or self-administered 

vaginal swabs (women) to test for other STI’s4. Across the three districts, 2769 respondents accepted a 

test for at least one sexually transmitted disease. Sample attrition and test refusals are discussed below. 

 The sample is 46 percent male with an average age of 34 (Table 1, Panel A). Sixty-eight percent 

of the respondents were married at the time of the interview and 80 percent had ever attended school, 

attending an average of five years. There are large differences in ethnicity and religion across the three 

districts: the Chewas in Mchinji and the Tumbukas in Rumphi are primarily Christian, and the Yaos in 

Balaka traditionally practice Islam. The majority of the respondents are subsistence farmers with an 

average annual crop yield in 2004 of 2,326.4 dollars per household (median value of 1,803.4 dollars); 

most crops are produced for home consumption5. 

 The HIV prevalence rate was 6.7 percent (7.5 percent rates for females, 5.5 percent for males). 

Prevalence rates for other sexually transmitted diseases were even lower, with 3.5 percent infected with 

gonorrhea, 0.4 percent with chlamydia, and 2.1 percent with trichomoniasis (Table 1, Panel B)6. The level 

of HIV infections in the MDICP sample is considerably lower than national prevalence rates; this 

discrepancy may be due to the fact that national estimates are typically derived from urban testing centers 

                                                      
3 For further sampling details see http://www.malawi.pop.upenn.edu/Level%203/Malawi/level3_malawi_sampling.htm 
4 Bignami-Van Assche et al. 2004 provides the full testing protocol. 
5 Annual production yield is calculated as the total value of shelled maize, tobacco, cotton, and soybeans. 
6 Trichomoniasis was only tested among women. 
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and antenatal clinics rather than rural representative populations7. Longitudinal sample attrition from 

death and migration (discussed below) may also bias the estimates downward as well as the 

disproportionate number of adolescents in the sample who have lower rates of infection (1.7 percent).  

 
2.2 Experimental Design 

The first part of the experimental design involved giving monetary incentives to encourage respondents to 

obtain their test results. After taking the test samples, nurses gave each respondent vouchers redeemable 

upon obtaining either HIV or STI results. Voucher amounts were randomized by letting each respondent 

draw a token indicating a monetary amount out of a bag. In Mchinji and Balaka each respondent received 

two vouchers, one for returning for HIV results, and one for returning for STI results. In Rumphi, 

respondents received only one voucher redeemable by returning for either HIV or STI results8. For the 

analysis, I examine the impact of the total value of the incentive (the sum of the HIV and STI incentives) 

on learning results. Vouchers ranged between one and three dollars and the average total voucher amount 

was 1.04 dollars, worth approximately a day’s wage (Table 1, Panel C). Although most respondents work 

on their own agricultural plots, the reported average weekly income in 2001 was 9.5 dollars; the hourly 

wage of day-laborers from a different representative sample in Malawi was roughly 30 cents per hour in 

2002 (IFPRI 2000-2002).  

 The distribution of vouchers was carefully monitored to ensure that each nurse followed the rules 

of randomization9. Each voucher included the amount, a respondent ID, and the nurse’s signature; a 

                                                      
7 Recent population-based studies in Kenya, Mali, and Zambia also find significantly lower HIV prevalence rates 
than UNAIDS estimates (Walker et al. 2004). The estimated HIV prevalence rate for Malawi was 14.2 in 2004 
(UNAIDS 2004) 
8 In Mchinji and Balaka, there were no individuals who did not want both HIV and STI results. 
9 During a pilot, nurses gave out higher incentive amounts than the distribution would suggest probable, likely 
feeling sympathetic to poor villagers. They were then instructed that continuation of employment was contingent 
upon following the instructions of randomization. However, it appears that fewer “zero incentives” were given out 
(Appendix A). On average, the cumulative distribution of actual incentives given out is $0.24 higher than the 
theoretical distribution (a Kolmogorov-Smirnov Test rejects the null hypothesis of equality at the 0.01 percent level, 
not shown). For incentive amounts over one dollar, there is no significant difference between the actual and 
theoretical incentives. It is possible that a few respondents were allowed to “re-draw” the voucher amount if they 
had originally selected a zero; there is no systematic difference by observable respondent or nurse characteristics 
(not shown). This would be most problematic for estimates if nurses favored individuals who were more likely to 
practice safe sex or purchase condoms after learning their HIV status. 
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carbon copy was made in order to prevent forgeries. If a respondent drew a token indicating zero 

incentive, no voucher was given to the respondent; 20 percent received no incentive to return for either 

HIV or STI results10. 

 Two to four months after collecting samples, test results became available and temporary 

counseling centers consisting of small portable tents were placed randomly throughout the districts, 

stratified by village11. Based on their geo-spatial (GPS) coordinates, respondents’ households in villages 

were grouped into zones, and a location within each zone was randomly selected to place a tent12. The 

average distance to a center was 2.0 km and over 95 percent of those tested lived within five kilometers. 

Distance to the results center is calculated as a straight-line and does not account for roads or paths13. 

 Respondents were personally informed of the time and location of their assigned center (open 

Monday through Saturday from eight in the morning until seven in the evening) and centers were 

operational for approximately one week. Respondents were allowed to attend any of the VCT centers but 

were only informed of the location and time of their assigned center (less than six percent of respondents 

went to a different center than the one to which they were assigned). On average, nurses spent 30 minutes 

with each respondent and were instructed to spend equal time with HIV positives and negatives14. 

Couples were not informed of their results together, and results were verbally told to each respondent. 

Respondent were not allowed to redeem their voucher unless they heard their results. Those who were 

                                                      
10 Drawing a “zero” may have had a de-motivating effect on individuals, which in turn may have impacted 
attendance. Because all of the respondents participated in the “lottery” draw, it is impossible to estimate the potential 
effect of disappointment. 
11 Although rapid tests were available for HIV tests, test for the STI’s required laboratory analysis. The large 
number of samples analyzed at the laboratory as well as shortages in chemical reagents also significantly increased 
the time until results were available (Anglewicz et al. 2004).  
12 GPS locations are accurate between 10-15 meters. In most cases tents were placed in the exact randomly selected 
location and paths were created for easy accessibility for all to attend.  
13 Calculating straight-line distance ignores natural boundaries such as roads or rivers and may underestimate the 
actual distance needed to travel. Respondents attending were asked how long it took them to travel to the center 
(multiplying total time by two for those traveling by bicycle). The average time to reach the center was 42 minutes. 
Approximately seven percent of households have missing household GPS coordinates and, in this case, the distance 
to an assigned VCT center is replaced with the average village distance to the results center. Note that the permanent 
health clinics nearest to each of the study sites are located over 50 kilometers away. 
14 Several studies have shown that education can have an impact on condom use and HIV prevention (see Stryker et 
al. 1995; Sikkema et al. 2005). In this study, however, it is impossible to distinguish a pure information effect 
(learning HIV status) from an educational effect (counseling). 
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HIV positive were referred to the nearest clinic for further counseling and those who were positive for 

other sexually transmitted diseases were given free treatment15.  

 Approximately two months after results were available, all respondents who tested for HIV in 

two districts, Balaka and Rumphi, were re-interviewed in their homes. During the interview, respondents 

were asked about their sexual behavior in the past two months and their attitudes towards condoms. 

Respondents were then given 30 cents as appreciation for participation and were offered the opportunity 

to purchase condoms at half the subsidized retail price: five cents for a package of three condoms or two 

cents for a single condom16. Respondents were only allowed to purchase condoms from the 30 cents they 

had been given to prevent condom purchases from being correlated with having had received a monetary 

incentive at the results center. Only three individuals purchased the maximum number of condoms. 

 

2.3 Sample Attrition and Test Refusals 

The sample used for analysis throughout this paper consists of the 2,769 who accepted an HIV test. 

Although the original sample in 1998 was randomly drawn, sample attrition across waves of data 

collection affects the degree to which this sample is representative. The primary reason for attrition across 

all waves of data is temporary and permanent migration; in 2004, 18 percent of those interviewed in 2001 

were away or had moved, which is comparable to the attrition rates of other longitudinal studies in Africa 

(Chapoto and Jayne 2005; Maluccio 2000)17. No village ever refused to participate in data collection and 

less than one percent of those approached in 2004 refused to be interviewed18. Only three percent of the 

attrition from 2001 to 2004 was due to reported death or hospitalization. 

 Sample attrition from the panel means there are disproportionately fewer mobile and sick 

individuals, potentially leading to a downward bias in HIV prevalence rate. Test refusals may also be a 
                                                      
15 Free treatment for STI’s may have also provided additional incentive to attend VCT centers, over and above the 
monetary incentive. However, STI prevalence rates were very low and only 15.2 percent of respondents reported 
believing there was any chance of their being infected with a non-HIV STI. 
16 The most common condom in Malawi are subsidized by Population Services International. A package of three 
condoms typically costs ten cents. Other more expensive varieties are available but not commonly used.  
17 Also, between 1998 and 2001, 19 percent of males and 16 percent of females were attritors, mainly due to 
migration (Van-Asche, Reniers and Weinreb, 2003).  
18 In general there is a good relationship between MDICP and its respondents, which may be in part due to small 
gifts for participation or to the employment of local high-school graduates as interviewers. 



 8

source of bias – 91 percent of those approached agreed to be tested for HIV19. However, this is a 

relatively high acceptance rate; this may be due to the fact that HIV was tested through saliva samples, 

rather than blood, or that respondents were not required to learn their results at the time of testing20. Not 

all spouses of respondents were offered a test: men who divorced or were widowers and spouses of the 

newly sampled adolescents were ineligible for testing.  

 Baseline characteristics are similar across groups receiving any incentive amount (including zero) 

and living within various distances to the results centers. Although there are certain statistically 

significant differences among these groups, the differences are small (e.g., those receiving an incentive 

were on average 1.3 years older and had 0.8 fewer years of education; not shown).  

 During the follow-up survey, 82 percent of all of those tested were interviewed. Having learned 

HIV results and HIV status are both separately associated with attrition from the follow-up sample. Being 

HIV positive increases the likelihood of attrition by 14.7 percentage points, which could be due, in part, 

by the fact that several of the HIV positive respondents passed away in the time between being tested 

until the follow-up survey and others reported being too sick to be interviewed. Those attending the VCT 

center were 17.9 percentage points less likely to attrit, which to a certain extent is mechanical – those who 

were available to attend the VCT center were also more likely to be available for the follow-up interview 

(if for example, they had not temporarily migrated). Importantly, all exogenously-assigned variables 

(receiving an incentive, the amount of the incentive, and the distance from the VCT center) have no 

significant effect on likelihood of attrition at the follow-up. Thus, while sample attrition and HIV test 

refusals may pose a potential threat to the external validity of the study, because there is no differential 

attrition associated with incentives or distance, the risk to the internal validity of the study is minimal 

(See Appendix B for attrition statistics). 

 
                                                      
19 Of all married individuals, 65 percent of spouses were tested for HIV, 3.1 percent refused a test, and 32 percent 
were ineligible or away and were not approached by nurses. 
20 Observable characteristics of gender, age, religion, or education, are not significant predictors of accepting an HIV 
test. Response bias is also not likely to have affected estimated prevalence rates (Obare 2005). Test acceptance rates 
for other sexually transmitted diseases were similarly high. 
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3 Learning HIV Results  
3.1 Theoretical Considerations 

In an expected utility framework, the benefits for learning HIV status are positive to the extent that 

individuals use the information to update their behavior. Those diagnosed negative can practice safe sex 

to protect themselves from future infection; those diagnosed positive can seek treatment, and if altruistic, 

can prevent spreading the virus to children or sexual partners. Furthermore, all individuals are able to 

more accurately plan for the future.  

 However, while there may be strong motivations for testing and acquiring the results for treatable 

diseases or STI’s, these incentives may be absent for HIV because there is no cure for this disease. 

Moreover, in low-income countries the access to anti-retroviral therapies is limited, further reducing the 

incentive to learn HIV results (Glick 2004; Stein 2005)21. The costs of testing and travel also prevent 

individuals from learning their HIV status (Forsythe et al. 2002; Laver 2001; Lebowitz and Taylor 2004; 

Fernandez et al. 2005). However, utilization rates are low even when even when testing services are free 

or low-cost. For example, in Malawi where HIV testing is free, only nine percent of individuals reported 

actually having been tested (Malawi DHS 2000)22. Moreover, even when individuals choose to be tested 

for HIV, many do not return for their results: only approximately 65 percent of individuals who test for 

HIV return to learn their results (Cartoux et al. 1998; Ekwueme et al. 2003).  

 It is therefore commonly suggested that psychological costs are important, perhaps crucial, 

barriers to testing and learning results. The psychological costs associated with learning HIV results can 

be either internal, such as having stress, worry, or fear, or external, such as experiencing social stigma 

(See for example HITS-2000 Investigators, 2004; Mugusi et al. 2002; Ginwalla 2002; Baggaley 1998; 

Hutchinson 2004; Ford 2004; Coulibaly 1998; Kalichman 2003; and Wolff 2005)23.  

                                                      
21 Also, even when there are anti-retroviral therapies available, most patients must wait until they have severe 
symptoms before receiving treatment. 
22 In Malawi, all HIV testing services are free. Individuals need only pay for transportation to clinics. 
23 There is also a growing body of literature within behavioral economics suggesting anxiety or fear may be 
important factors in decision-making, especially in seeking health information (See Camerer, Lowenstein and Rabin 
2003, Frank 2004, Rabin 1998, and Wu 2003). Caplin and Leahy (2001) present a model of psychological expected 
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 There are several mechanisms through which offering monetary incentives may affect learning 

HIV results. First, incentives may directly compensate for the costs of learning HIV results, including the 

monetary costs of time or travel, or internal psychological costs. Second, monetary incentives may reduce 

actual or anticipated stigma. For example, others could interpret attending a results center as a signal of 

self-perceived risk of infection or of prior sexual behavior. Monetary incentives may provide individuals 

with an excuse for going to the results center, thereby reducing or eliminating others’ ability to make 

negative inferences by observing attendance. 

 There may also be strategic complementarities of others’ attendance. These may be positive if, for 

example, neighbors or spouses provide additional emotional support, reducing internal psychological 

costs, or if there are economies of scale of travel costs. Alternatively, they may be negative if increased 

attendance by neighbors increase external psychological costs, reducing own attendance. 

 
3.2 Impact of Incentives and Distance on Learning HIV Results 

Across the three districts, 72 percent of all respondents attended the results centers and both incentives 

and distance had large effects on seeking HIV results (Table 1, Panel C)24. Figure 2 presents the percent 

attending a results center as a function of receiving any incentive (Panel A) and the total amount of the 

incentive (Panel B). These figures illustrate the large impact of receiving an incentive on attendance, as 

well as nonlinearities: positive-valued vouchers had similar effects on attendance regardless of their 

amount. Error bars are also presented showing precisely estimated effects.  

 Turning to the effects of distance, Figure 3, Panel A, presents the impact of living varying 

kilometers from the nearest results center on attendance, estimated by a non-parametric, locally weighted 

regression restricted to the closest 95 percent of the sample (Fan 1992). There was a strong negative effect 

                                                                                                                                                                           
utility and in an expansion of this work, Caplin and Eliaz (2003) and Koszegi (2003) model anxiety to learn health 
status. See also Philipson and Posner (1995). It is also possible that individuals over-estimate the potential 
psychological effects of receiving an HIV diagnosis (Wilson and Gilbert 2003, Sieff et al. 1999). 
24 VCT attendance varied by district: 81 percent attended in Mchinji, 75 percent in Balaka, and 61 percent in 
Rumphi. These differences may be due to the fact that HIV results were available during different cycles of the 
agricultural season and higher opportunity costs of time during the planting season may have resulted in lower 
average attendance rates in Balaka and Rumphi. Without more detailed time use data, however, effects of the 
agricultural season cannot be distinguished from effects of characteristics that vary systematically by district.  
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of distance, especially among those living less than one kilometer from the center.  

 To measure the demand for learning HIV results in a regression framework I estimate 

(1)      ijijX εµββββα +′+++++= 2
ij4ij3ij2ij1ij DistanceDistanceAmountAnyResultsGot  

Attendance at the VCT center is indicated by “Got Results” = 1 for person i  in village j . “Any” indicates 

if the respondent received any non-zero voucher and “Amount” is the dollar amount of the incentive. 

Including both terms allows for non-linear effects of the incentive. “Distance” is the number of kilometers 

from the randomly placed VCT center assigned to person i . A vector of controls, X, includes covariates 

of gender, age, age-squared, HIV status, district dummies, as well as a control for a simulated average 

distance in each VCT zone. Because the locations of the centers were chosen randomly, as opposed to 

randomly assigning the distance needed to travel, I draw 1,000 simulated random locations in each VCT 

zone and calculate the average distance of each tested respondent from each of the 1,000 simulated 

locations. I average this distance for each respondent and take the mean across all respondents living in 

each zone. Not controlling for this simulated average term would ignore the fact that each VCT zone is 

bounded and that in expectation, more central households have shorter distances to travel from any 

randomized location (although including this term does not significantly change any of the estimates). I 

cluster standard errors by village, for 125 villages25. Although the dependent variable is binary, the linear 

specifications do not differ greatly from estimations from probits; I present the linear results. 

 Learning HIV results was highly elastic in response to incentives. The average attendance of 

those receiving any positive-valued voucher is twice that of those receiving no incentive, a difference of 

39 percentage points (Table 2, Column 1). Moreover, the probability of attendance increased by an 

additional 8.9 percentage points with every one dollar of incentive (Column 2).  

                                                      
25 The VCT centers were placed throughout the study site such that many villages were assigned the same center – 
this ranged from as few as three villages at one center (in Balaka) to as many as 14 villages attending one center (in 
Rumphi). Clustering standard errors by VCT center, rather than village reduces the standard errors on the impact of 
incentives, but increases the standard error of the effect of distance on attendance. However, the results are not 
significantly different when using larger clusters. Also, because there were only 16 VCT centers, there may be 
omitted variables correlated with the center location that may be systematic, despite the randomized design. 
However, observable characteristics are balanced among the different centers. 
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 There was no significant impact of HIV status on attendance in two of the three districts. 

However, the small number of HIV positives in those districts makes statistical inference difficult. The 

third district, Balaka, had the highest HIV prevalence rate, and those infected with HIV were eleven 

percentage points less likely to attend the VCT center than those that were HIV negative (significant at 

the 0.02 percent level; regression not shown). Overall, males were no more likely to attend than women 

although attendance varied by gender among adolescents. Girls younger than 20 years were 9.1 

percentage points less likely to attend the results center (significant at the 0.01 percent level; regression 

not shown). It may have been more costly for adolescent girls to travel to the clinics because attendance 

could be interpreted as a signal of sexually activity26. Opportunity costs may also be important. For 

example, ever attending school reduced the probability of attending the VCT by 5.0 percentage points 

(significant at the 0.01 percent level; regression not shown). 

 Distance and distance squared had significant impacts; also, those living more than one kilometer 

away from the center were 5.1 percentage points, or seven percent, less likely to learn HIV results (Table 

2, Columns 3, 4)27. There were several VCT centers in Balaka placed over nine kilometers from sample 

households and were open several days without any attendance. Because of the lack of attendance, new 

random locations were chosen, sites re-located, and respondents informed of the new locations; these 

locations are excluded from the analysis. However, this experience shows that despite the offer of the 

monetary incentive, there is an upper bound to the distance that individuals are willing to travel to learn 

their results, suggesting that distance and transactional costs may be the strongest contributing factors to 

low rates of obtaining results. 

 Theoretically, those who are most uncertain of their HIV status would expect to gain the most 

from learning their results. In contrast, for those who are most certain of their status, there is little benefit, 

because they receive no new information in expectation. For example, 17 percent of respondents reported 

                                                      
26 For example, although 57 percent of adolescents reported ever having sex, only 15 percent were married. 
27 A similar estimate can be made with the reported minutes needed to travel to the VCT center and imputing time 
for those not attending, with the nearest neighbors’ time: each additional hour needed to travel reduces the 
likelihood of attendance by 4.1 percentage points (standard error 0.011; not shown).  
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having a previous test for HIV; these individuals were 3.9 percentage points less likely to attend the 

results centers (significant at the 0.10 percent level, standard error 0.024; regression not shown)28. On the 

other hand, there were no significant differences in attendance between individuals having different 

subjective probabilities of infection (not shown)29. One reason why attendance did not vary with prior 

beliefs is that respondents’ priors may be unreliable. There is some evidence of this. Respondents had a 

tendency to over-estimate their own likelihood of HIV infection (Anglewicz and Kohler 2005; Bignami-

Van Assche, Anglewicz and Chao 2005) and also over-estimated the total HIV prevalence in their 

communities – when asked “out of 10 people in your community, how many do you think are HIV 

positive?,” respondents estimated that on average, 40 percent of the adults were infected (not shown)30.  

 Receiving a voucher may have provided justification for some individuals to attend the center. 

For example, because of historical gender restrictions within Islam, women in Balaka may have more 

restriction on their travel, preventing them from easily attending the results centers31. In Balaka, men 

receiving no incentive were significantly more likely to attend the center than women receiving no 

incentive. However, men and women receiving an incentive are equally likely to attend, closing the 

gender gap of attendance in Balaka (Table 3, Column 1). In Mchinji and Rumphi there were no 

differential impacts of the incentive on attendance between men and women. 

 For those who have never had sex, there is little reason to attend the VCT center except to redeem 

the monetary voucher. Although not statistically significant, the impact of receiving an incentive is much 

more elastic among unmarried respondents who report never having had sex – those never having sex  

who received an incentive were 7.6 percentage points more likely to attend than those who ever had sex 

who received an incentive (regression not shown). Monetary incentives were especially important for 

                                                      
28 Only 54 percent of those that were previously tested reported actually having learned their HIV results. There was 
no significant difference in attendance between those who previously knew and did now know their status. 
29 Individuals were asked “what is the chance that you are infected with HIV?” Possible answers were “no 
likelihood,” “some likelihood,” “high likelihood,” and “don’t know.” 
30 When asked the prevalence rate out of 1,000 tested individuals, the estimated prevalence rate was 22 percent. 
Framing effects are likely to have affected the responses. 
31 In Balaka, 81 percent of the respondents are Muslim as opposed to less than one percent in Mchinji and Rumphi. 
Women in Balaka may also be less independent: in 2001, only ten percent of Balaka women reported going to the 
health center without their husband’s permission as opposed to 22 percent in the other districts.  
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those living further from the VCT center: receiving an incentive increased attendance by 28.8 percentage 

points among those living over one kilometer away (versus 22.8 for those living less than one kilometer 

from the center; Table 3, Column 2). This can also be seen in Figure 3, Panel B that graphs the impact of 

distance on attendance among those receiving any incentive and those receiving no incentive32. HIV 

positives receiving an incentive were 6.2 percentage points less likely to attend than HIV negatives 

receiving an incentive (Table 3, Column 3). There was also an effect of being HIV positive and living 

further away from the VCT center: HIV positives living over one kilometer from the center were 18.7 

percentage points less likely to attend than HIV negatives living over one kilometer, perhaps because they 

were more likely to be sick, making travel more costly (Table 3, Column 4). 

Offering monetary rewards and reducing the distance needed to travel had large effects on the 

decision to learn HIV results. One woman’s remark, overheard by an interviewer, is especially 

illustrative:  

“Those who were lucky were picking vouchers with some figures. They were courageous to 
go and check their tests results because they were also receiving money. I got a zero and did 
not even go and check the results because I knew that there was nothing for me there33.” 

 
These findings re-emphasize the importance of economic costs such as travel or opportunity costs in 

decision-making. 

 
3.3 Impact of Neighbors’ and Spouses’ Attendance 

Neighbors’ and spouses’ attendance could theoretically have either positive or negative effects on others’ 

attendance. There is anecdotal evidence of variation across regions and communities in the acceptability 

of HIV testing throughout Africa and it is possible that strategic complementarities could create these 

multiple equilibria. Given existing literature on the different roles of social networks among men and 

women, it is also likely that the effects of neighbors’ and spouses’ attendance vary by gender (Moore 

                                                      
32 Another way to think about the interaction between distance and money is to calculate how much must be paid to 
compensate for distance. By dividing the estimated coefficient of the effect of distance on attendance by the 
coefficient of the total incentive, one addition kilometer from the VCT center is roughly equivalent to between 
$0.12/km and $0.22/km (not including and including the indicator of receiving any incentive, respectively).  
33 Author’s fieldnotes, December, 2004. 
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1990). To test this, I identify all non-spousal neighbors living within 0.2-kilometer radii bands of each 

respondent who tested for HIV, using household location coordinates. On average, each radius band 

contained between 8 and 12 neighbors who tested. I estimate: 

(2) ijijr rijr XN εµβββββα +′+⋅+++++= ∑ij
2

4ij3ij2ij1ij DistanceDistanceAmountAnyResultsGot  

N is equal to the fraction of tested neighbors who attended the VCT center living within 0.2 kilometer, 

mutually exclusive radius bands ‘r’ from respondent ‘i's’ household, where r = {(0 – 0.2), (0.2 – 0.4), (0.4 

– 0.6)}34. I instrument N by an indicator of neighbors being assigned any incentive and the average 

amount of incentive of neighbors’ living within each radius band35.  

 Table 4 shows the OLS and IV estimates of the effect of neighbors’ attendance on respondents’ 

attendance at the results centers for men and women. There is a significant effect of neighbors living 

within 0.2 kilometers attending the center on women’s attendance, and no effect on men’s attendance 

(Table 4, Columns 2, 4). There are no significant effects of neighbors’ attendance living further than 0.2 

kilometers away. The strong impact of neighbors on women’s attendance to the results centers may be 

due to additional support received from close neighbors – that are likely to be next of kin, reducing 

external or internal psychological costs of attending. There may also be economies of scale of traveling to 

the clinic that are especially important for women.  

To measure the impact of spouses’ attendance, I restrict the sample to married couples where both 

spouses agreed to be tested. A husband’s attendance had a small effect on his wife’s attendance (Table 5, 

Column 2). However, a wife’s attendance had a large effect on husbands, increasing the likelihood of 

attendance by 35 percentage points. One possible explanation for the differential impacts of spouses’ 

incentives is that wives may be able to influence their husbands to attend the VCT center. In this setting, 

it is also likely that men feel the need to escort their wives to the center.  
                                                      
34 Recall that in 1998 approximately one in four households were randomly sampled and it is reasonable to expect 
that the households that tested for HIV are evenly distributed with density roughly proportional to all the households 
within the sample villages. 
35 Miguel and Kremer (2004) measure externalities using similar methodology. The correlation between average 
neighbors’ and own distance to centers is 0.22, 0.18, 0.30 and between neighbors’ incentives and own incentives is 
0.02, 0.03, and 0.04 for radius bands of 0.2, 0.4, and 0.6 respectively. Because neighbors’ distance may not satisfy 
the exclusion restrictions for the IV specification, I do not include average neighbors’ distance as an instrument.  
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 In sum, both monetary incentives and distance had large impacts on learning HIV results. Many 

have suggested that psychological barriers, such as fear or stigma, play a large role in deterring 

individuals from testing. I find, however, that these costs, if they exist at all, can be easily overcome by 

offering small cash rewards. Incentives may compensate individuals directly for the costs of learning their 

results or serve as justification for attending a results center, indirectly reducing psychological costs. 

Moreover, the suggestive evidence of positive strategic complementarities of others’ attendance implies 

even larger effects of offering incentives.  

 

4 Impact of Learning HIV Status 
4.1 Theoretical and Measurement Considerations  

Meta-analyses examining the effects of HIV testing on sexual behavior have been inconclusive. For 

example, one review summed up the findings of 35 studies by noting “there is no question that HIV 

testing can and does motivate behavioral change in some individuals, but testing does not always lead to 

changes and does not have the same effect in all populations” (Higgins et al. 1991; Wolitski et al. 1997). 

Several studies indicate little to no behavioral differences among those learning they are HIV negative 

and there has been some evidence that discordant couples may reduce risky sexual practices after testing 

(Coates et al. 2000; Wolitski et al. 1997; Weinhardt 1999).  

 In all previous studies, selection bias of who chooses to learn their results poses a challenge for 

estimating the impact of knowing one’s HIV status. In this study, however, the randomly assigned 

distances and incentives serve as exogenous instruments for knowledge of status. Nevertheless, there are 

several other estimation challenges. The follow-up survey was conducted two months after results were 

available – this time period may not have been long enough for the knowledge of HIV status to have 

affected sexual behavior. Future rounds of data collection and re-testing in June 2006 will provide another 

opportunity to measure longer-run behavior impacts of learning HIV results, as well as more detailed 

measures of sexual behavior.  

 Another challenge is that sexual behavior is difficult to measure and self-reports may be 
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unreliable. Sexual behavior such as number of sexual partners is likely to be under-reported (Meyer et al. 

2004), and contraceptive use has been found to be over-reported. One study of an urban clinic in Lusaka, 

Zambia, found that 50 percent of women reporting that they had always used condoms prior to a survey 

had semen detected on vaginal samples (Allen et al. 2003). Because of the potential bias of self-reports, 

the primary outcome variable used to measure the demand for safe sex in this analysis is the actual 

purchase of condoms from survey interviewers. Also, to mitigate potential reporting bias during follow-

up interviews, every effort was made to conduct interviews privately with an interviewer of the same sex 

as the respondent, who had no part in the HIV testing or giving results. 

 It is important to keep in mind that condom purchases may not reflect the true demand for safe 

sex. If knowledge of HIV status increases abstinence, the demand for condoms could fall. The demand for 

condoms will also differ among those with a sexual partner and those without, and the impact of learning 

HIV status on condom purchases is likely to depend on this partnership status. For this reason, each 

empirical specification distinguishes between those with and without a sexual partner by including an 

interaction term or looking at each sample separately. Also, because partnership may be endogenous to 

learning HIV results (Reniers, 2005), I first present results for those who were sexually active at the time 

of the baseline survey (before testing) as well as among those that had sex at the time of the follow-up 

survey (after results were available). It is worth noting, however, that there were no significant changes in 

marriage or partnership attributable to learning HIV positive or negative status (not shown).  

 In a standard expected utility framework, individuals do not receive any additional utility from 

learning their HIV status – testing is useful only to the extent that it provides new information that can be 

used for updating behavior such as making optimal decisions related to sexual behavior, seeking health 

care, or planning for the future36. However, it is theoretically ambiguous how the knowledge of HIV 

status impacts sexual behavior, and in particular, the demand for condoms. For those diagnosed HIV 

positive, the direct benefits of using condoms fall because (if safe sex is costly) there is no longer any 

need of protection. However, HIV positive individuals who are sufficiently altruistic may exhibit a higher 
                                                      
36 For a formal model of testing see Boozer and Philipson (2000).  
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demand for condoms after learning their status. On the other hand, if infected individuals behave 

selfishly, there may be a decrease in the demand for condoms (Mechoulan 2004). For HIV negatives, the 

benefit from using condoms increases after diagnosis; however, there is no longer any need to protect a 

sexual partner and so condom use may fall37.  

 
4.2 Summary Statistics of Sexual Activity and Condom Use  

In the baseline 2004 survey, 77.4 percent reported having had sex during the previous year and 62 percent 

of the follow-up sample reported having had sex during the previous two months (Table 1, Panels B and 

D). Note that of those reporting having sex, 88 percent, were married. Since only four percent of 

respondents reported having more than one sexual partner during the two months after VCT and there is 

no statistical impact of learning HIV status on this reported number; the analysis of number of sexual 

partners is omitted from this analysis38.  

 During the 2004 main survey, 21.0 percent of all respondents reported using a condom with a 

sexual partner during the year. At the time of the follow-up survey, respondents were asked if they had 

purchased condoms at any time between VCT and the follow-up interviews: only 8.4 percent of the 

sample reported purchasing condoms during this time. In terms of the subsidized condoms that were 

offered at the end of the follow-up interview, 24 percent purchased at least one; of those that purchased 

any, the average number purchased was 3.7 (Table 1, Panel D). Men were more likely to purchase than 

women and also bought more when purchasing. Married respondents were equally likely as unmarried 

respondents to purchase condoms, however, there is a difference by reported sexual activity: 28 percent of 

those who had sex purchased condoms as opposed to 17 percent of those who reported not having sex39.  

 

                                                      
37 Individuals may also update their priors, believing they have a lower likelihood of future infection, resulting in no 
change after learning HIV results. 
38 Number of partners is important in determining the overall prevalence rate (Kremer 1996); this will be included in 
future rounds of data collection. 
39 The results in this paper do not take into account the frequency of condom use. For example, of those that reported 
ever using a condom with their last partner in the baseline survey, 22. 2 percent reported using a condom only at the 
beginning of the relationship, 47. 8 percent reported using a condom sometimes, 16.3 percent reported using 
condoms almost every time, and only 5.5 reported using condoms all the time with their partner. This will be studied 
with future data collection. 
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4.3 Receiving HIV Positive Diagnoses 

I first examine the effects of receiving an HIV positive diagnosis on condom purchases and sexual 

behavior among those that reported having sex at the time of the baseline survey (85 percent of the HIV 

positives). Panel A of Figure 4 presents the percent purchasing condoms among those that knew and did 

not know their HIV status. Approximately half who learned they were infected purchased condoms. This 

figure illustrates the following OLS regression:  

 (3)   ijijX εµβα +′++= ijij ResultsGot Y  

Y indicates sexual behavior at the time of the follow-up survey (including if the respondent purchased 

condoms, the total number of condoms purchased, or if the respondent reported having sex), and “Got 

Results” indicates knowledge of HIV status. The fact that individuals choose to learn their HIV status 

means that OLS estimates are likely to be biased, but estimating the effects of knowing HIV status with 

exogenous instruments provides unbiased estimates. In particular, I instrument “Got Results” with being 

offered any incentive, the amount of the incentive, and living over one kilometer from the assigned 

center. To account for differential effects among men and women I also include interactions with gender 

and predict getting results40: 

(4) 
ijijX εµβββ

βββα

++⋅+⋅+⋅

++++=

)Malekm 1(Over )Male(Amount)Male (Any         

km 1Over AmountAnyResultsGot 

ijij6ijij5ijij4

ij3ij2ij1ij
 

Covariates, X, include age, age-squared, a dummy for male, simulated average distance to the VCT, and 

district dummies. Because the monetary incentives and distance were both exogenously assigned to each 

respondent, they are uncorrelated with the error term. In the analysis, although the measure of purchasing 

condoms is binary, estimates do not differ greatly from a probit model and I use a linear model to estimate 

(3). The first stage of learning a positive status is strong with an F-statistic equal to 21.62 (Appendix C). 

It is important to point out that the IV estimates in (3) are local average treatment effects (LATE), which 

estimates the effect of knowing HIV status among “compliers”, or those for whom respond to incentives 

                                                      
40 Not including gender interactions reduces the first stage F-statistic to 3.6 (from 21.6). 
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and distance. This estimate is not necessarily equal to the average treatment effect (ATE), which is what 

we would want to estimate to know the effects of telling an average person their HIV status. Also, while I 

account for heterogeneous treatment effects by gender, there may be other differential effects of the 

incentive and distance that are not included in the IV analysis (see Imbens and Angrist (1994) and 

Heckman, Smith, and Clements (1997)). 

 Among those with a sexual partner at the time of the baseline 2004 survey, learning HIV positive 

results significantly increased the likelihood of purchasing condoms – by 28 percentage points, a three-

fold increase compared to those that did not learn their results (significant at 0.07 percent, Table 6, Panel 

A, Column 2). This result is robust to using the total number of condoms purchased as an outcome, where 

the average number of condoms purchased increased by 1.8 condoms (Table 6, Panel A, Column 4). 

 Recall that the condoms sold during the follow-up study were subsidized in price and in the cost 

of travel to obtain the condoms. However, there is also a positive coefficient on reported purchases of 

non-subsidized condoms during the two months between receiving an HIV positive diagnosis and the 

follow-up survey (Table 6, Panel A, Column 6). Although statistically insignificant, the 90 percent 

confidence interval lies between -0.04 and + 0.22. There is no significant effect of learning HIV status on 

reported sexual activity (Table 6, Panel A, Column 8). 

 Of the 71 HIV positives that had sex during 2004 (reported at the baseline survey), 50 also 

reported having sex in the two months after VCT. Among these individuals who learned their HIV 

results, there was a 59 percentage point increase in the likelihood of purchasing condoms (Table 6, Panel 

B, Column 2) and an increase of 2.5 condoms purchased (Table 6, Panel B, Column 4). The point 

estimate on reported purchases of non-subsidized condoms is positive but insignificant (Table 6, Panel B, 

Column 6). To some extent, the estimates in Panel B are endogenous because they condition on having 

had sex at the time of the follow-up survey, however, these estimates are relevant for addressing the rate 

of condom purchases among a currently sexually active population.  

 The OLS estimates of learning HIV status on condom purchases are slightly larger than the IV 

estimates, implying that omitted variables affecting the decision to learn HIV results are likely to be 
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positively correlated with purchasing condoms (Panels A and B, Columns 1 and 2). This occurs, for 

example, if “safe” individuals are more likely to purchase condoms and learn their HIV status, implying 

that studies not taking into account selection bias will overestimate the true impact of learning HIV results 

on later behavior and attitudes. 

 It is possible that HIV positives only purchased condoms out of guilt, believing (incorrectly) that 

the interviewer knows their status. In this case they may have only purchased one condom as a token, 

keeping the remaining money. However, only two HIV positives purchased just one condom; omitting 

these individuals or coding their purchases as zero does not affect any of the results; although impossible 

to rule out, this suggests that guilt or shame may not have been a large factor in the observed increase in 

condom sales. 

 Thus, it appears that individuals learning their HIV positive status incur private costs to protect 

their sexual partners. It is important to note that the effects are greatest among those that are sexual active 

at the time they were offered condoms. There is no evidence that sexual intercourse increased or 

decreased after learning HIV status. 

 
4.4 Receiving HIV Negative Diagnoses 

In contrast to HIV positive individuals, there were no significant effects of receiving an HIV negative 

diagnosis on purchasing condoms, reported purchases of non-subsidized condoms, or reported sexual 

intercourse. Among those who had sex at baseline, Panel B of Figure 4 illustrates no discernable 

difference between those knowing and not knowing their HIV status in the likelihood of purchasing 

condoms. In a regression framework I estimate: 

(5) ijijijijijijij XY εµβββα +′+⋅+++= )Sex HadResults(Got Sex HadResultsGot 321  

I continue to use the same set of instruments as in (4) above, except that I also include the interaction of 

having had sex (either at baseline or at the follow-up) with the set of instruments.  

 Row one of Table 7 shows that there were no significant effects of knowing results on any 

measure of sexual behavior among those who did not have sex at baseline (Table 7, Panel A, Columns 2, 
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4, 6, and 8). Moreover, the interaction term between knowing HIV status and having sex is not 

significant, indicating no significant impact among those that reported having sex at the baseline survey. 

However, the standard errors of the IV estimates are large, making it impossible to reject zero impact of 

learning HIV status. There were also no significant effects among those with a sexual partner at the time 

of the follow-up survey and unlike the HIV positives, where magnitudes of coefficients increased among 

the sample of those having sex at the follow-up, the coefficients among the HIV negatives of this sample 

tend towards zero (Table 7, Panel B).  

 Table 8 presents the impact of learning HIV status among both HIV positives and negatives, 

separately for those that had sex and those that did not. Among those that had sex (either at baseline, or at 

the follow-up), there was a large positive increase in condom purchases after receiving an HIV positive 

diagnosis (Table 8, Panels A and B, Columns 1 – 3). There are no significant effects among those 

learning an HIV negative status or those that did not have sex at the baseline or follow-up surveys (Panel 

A, Columns 5 – 8; Panel B, Columns 4 – 6). These estimates are used in calibrations in section 5. 

 It is useful to note that there were no differential effects of learning HIV status on sexual behavior 

among other observable respondent characteristics. For example, although men on average were more 

likely to purchase condoms than women, there were no differences in the impact of learning HIV status 

on purchases by gender. There were also no differences by age, or ever having gone to school. Learning 

HIV results (either positive or negative) did not significantly affect having discussions with friends or 

spouses about condoms or AIDS. Respondents were also asked about their attitudes towards condoms41. 

These attitudes were strong determinants of purchasing condoms, for example, those that “agreed” that 

condoms are acceptable to use with a spouse were twice more likely to purchase condoms than those that 

“disagree.” However, there were no effects of receiving either a positive or negative diagnosis on 

attitudes towards condoms among either HIV positives or negatives.  

                                                      
41 In particular, respondents were asked if they agree, disagree, or don’t know whether it is acceptable to use 
condoms with a spouse or sexual partner to protect against HIV; if friends say to always use condoms; if condoms 
prevent pregnancy; if condoms fully protect from HIV; if condoms feel bad, break or slip; or if it is embarrassing to 
purchase or put on condoms. 
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 In sum, HIV positive individuals who learned their status were more likely to purchase condoms. 

However, the increase in the demand for condoms was only among a small proportion of the sample – 

there were virtually no effects among HIV negatives or those that were not sexually active. Also, there 

were no significant differences in reported purchases of non-subsidized condoms or in reported sexual 

activity among all respondents. The large effects that are claimed to be the “single most influential driver 

for behavior change” (Global Business Coalition 2005), are not detected within these data. Neither the 

knowledge of HIV status nor the personal attention and education from the nurses to practice safe sex 

during the VCT counseling sessions appear to have had significantly large impacts on sexual behavior 

after two months. 

 
4.5 Robustness and Discussion 

An important consideration is whether respondents believed the diagnoses they received from the nurses. 

If it were the case that the diagnoses were not viewed as credible, there would be little reason to believe 

that hearing results should impact behavior. However, by comparing respondents’ belief of their 

likelihood of infection before and after learning results there is evidence that individuals updated their 

priors, suggesting that respondents did, in fact, believe their results. Before being tested, 48 percent of 

HIV negative respondents thought there was no likelihood they were infected, 22 percent thought the 

likelihood was low, five percent thought there was a high likelihood, and 26 percent said they did not 

know (Table 9, Panel A, Column 1).  

 During the follow-up survey, respondents were again asked about their beliefs of being infected. 

Of those that heard their negative results, 88 percent believed that there was no likelihood of being 

infected, while only 50 percent of those that did not learn their negative results thought that there was no 

likelihood (Table 9, Columns 2 and 3). Column 4 presents the differences of average responses for each 

category, among those that did and did not learn their results. Receiving an HIV negative diagnosis 

significantly reduced the likelihood of believing there was a chance of being infected. 

 Among the HIV positives, before being tested, 31 percent believed that there was no likelihood of 
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infection, 29 percent thought a low likelihood, 7 percent thought a high likelihood, and 33 percent said 

they did not know (Table 9, Panel B, Column 1). This indicates that HIV positives who learn their status 

also update their beliefs, although the differences are not statistically significant (Panel B, Column 4).  

 Another argument as to why there might be no measured effect of learning HIV status on sexual 

behavior is that only individuals who are surprised by their HIV results should respond to the information. 

Using data from unmarried respondents interviewed and tested in San Francisco during 1988 and 1989, 

Boozer and Philipson (2000) find asymmetric results: those who thought they were at risk and were 

diagnosed HIV negative increased sexual contact by 20 percent; those who thought they were not at risk 

but were diagnosed HIV positive, decreased sexual contact by 50 percent. Their findings give important 

theoretical insights as to who benefits from the information provided by HIV testing and potential 

asymmetric behavior among those with different prior beliefs. Using the same measure of likelihood of 

infection as Boozer and Philipson, I find no significant relationship between prior beliefs and sexual 

behavior, or interaction effects with priors and learning HIV status (not shown)42.  

 Another important consideration is the fact that many respondents were testing with their spouse. 

Theoretically, if one spouse learns he or she is HIV negative and the other does not know, condom use 

may increase to protect the HIV negative individual from contracting the disease. However, if both 

spouses learn they are HIV negative, condom use is likely to decrease. On the other hand, it has been 

suggested that testing couples together may be more effective in promoting safe sexual behavior than 

testing individuals alone and some organizations have begun emphasizing couple counseling, even 

considering making it mandatory before marriage (Painter 2001, Nyathi 2003). However, when I estimate 

the effects of having one or both spouses learn their HIV status, I find no difference in the likelihood of 

purchasing condoms, either when both are HIV negative or when at least one is HIV positive (Appendix 

D). Contrary to conventional views within public policy, there appears to be no additional impact of both 

                                                      
42 As mentioned above, it is possible that respondents have uncertain priors and measuring respondents’ confidence 
of their priors is difficult. Also the respondents in the Boozer and Philipson study are quite different than those in 
this current study, and are likely to have different distributions of priors. Most importantly, this comparison is 
difficult to make without a measure of the change in condom purchases. 
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partners learning their status on demand for condoms43. 

 The finding that few individuals change their sexual behavior in response to the knowledge of 

their HIV status is consistent with the view that many individuals place little value on this information or 

are indifferent to learning their status. It is not clear why the value of this information would be so low as 

to not promote behavior change, especially since HIV is such a deadly disease and the expected returns to 

practicing safe sex should be high. It is also important to note that these analyses are limited to examining 

the impact of learning HIV status on condom purchases – future data collection in summer 2006 will 

include testing respondents again for HIV, providing further data to measure potential long-term effects.  

 

5 Cost-Effectiveness and Calibration 
The results in this study indicate that small financial incentives increase the knowledge of HIV status after 

being tested and that those diagnosed HIV positive are more likely to purchase condoms if they have a 

spouse or sexual partner. The fact that HIV positives are willing to incur private costs to protect sexual 

partners from infection suggests that testing and offering incentives might be a promising strategy to 

prevent new HIV infections. However, testing is costly, and for such a program to succeed it may be 

necessary to subsidize individuals’ private costs of testing and receiving results. Recall that this particular 

program tested individuals in their homes, set up results centers within rural villages, and sold condoms 

only after giving money to individuals to purchase them. While these subsidies and incentives increased 

participation rates, they also resulted in higher total project costs. Because individuals do not internalize 

the negative externalities of high HIV prevalence rates, it may be necessary for governments to bear these 

costs. Thus, it is important to establish whether this strategy might be cost-effective.  

 To calculate the cost-effectiveness, I compare the incremental costs of testing, offering monetary 

incentives, and selling subsidized condoms, to the expected benefits as measured by the number of HIV 
                                                      
43 To estimate this I instrument whether a respondent knows her status, if her spouse knows his status, and an 
interaction term indicating whether both know their status. In addition to the instruments in (4) above, I also include  
an indicator whether the respondent’s spouse received an incentive, the total value of the spouse’s incentive, and 
interaction terms of respondent’s and spouse’s incentives. It is important to note that the impact of spouses’ 
information relies on the degree to which spouses disclose their HIV results to each other. In this study, of those 
diagnosed HIV negative, 95 percent report telling their spouse of their status, while 82 percent of those diagnosed 
HIV positive report sharing the information with their spouse. 
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infections averted. The costs are obtained from the actual project costs in Malawi, excluding any 

research-related expenses; for sensitivity analyses I also use costs from other less-expensive testing 

programs. I calculate expected infections averted for each intervention by estimating a simple probability-

based model of infection using sexual behavior and transmission parameters from the data and the 

epidemiological literature. Because of the limited data, these calculations rely on several simplifying 

assumptions – I thus allow each parameter to take on a range of values, and run a Monte Carlo simulation 

of 1,000 independent draws to estimate cost-effectiveness confidence intervals (See Appendix E for 

further details).  

 Given the ranges of costs per respondent and simulated infection rates for each program, the 

marginal cost, infections averted, and cost per infection averted, are presented in Table 10. This is 

calculated for 10,000 people over one year and separately calibrates estimates with and without 

accounting for effects of learning HIV status on purchasing non-subsidized condoms. The most optimistic 

estimate assumes that there were differential effects of learning HIV results on both purchasing 

subsidized condoms and on reported purchases of non-subsidized condoms (Table 10, Column 2). In this 

case, by introducing all programs, the largest estimated number of infections, 23, could be averted, with 

an average cost per infection averted of $26,904. Testing on its own averts an average of 8 infections at a 

cost of $87,108 per infection. Selling condoms averts the least infections, but because it is not as costly as 

testing, it is more cost-effective at $10,650 dollars per infection averted. Lastly, adding incentives to a 

program averts an estimated 11 additional infections on average, at a cost of $1,136 per infection. The 

standard errors for all cost-effectiveness estimates are relatively small which gives reasonably tight 95 

percent confidence intervals44.  

                                                      
44 Disability adjusted life years (DALY’s) are used to compare the benefits of health interventions and are calculated 
by estimating the expected number of years of disability and death are prevented through averting infections. One 
HIV infection is equivalent to approximately 21.7 DALY’s. This uses the average age in the main sample (33.5 
years), life tables and demographic data from the region; I also assume an average of 8 years from infection until the 
onset of AIDS and an additional year until death, disability weights for HIV and AIDS as 0.123 and 0.505 
respectively, and a discount rate of 3% (U.S. Census Bureau 1999; Homedes 2000; Sweat et al. 2000). Thus the 
equivalent cost per DALY saved in Table 10, Column 2 is $52.4 for vouchers, $490.8 for condoms, and $4,014.2 for 
testing alone. 
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 Cost-effectiveness estimates are driven by increases in purchases of subsidized and non-

subsidized condoms by HIV positive individuals who learned their HIV status. However, recall that the 

IV estimates of the impact of knowing HIV status on reported purchases of non-subsidized condoms, 

although positive, were not statistically significant (Tables 5, 7). If all respondents, regardless of their 

knowledge of their HIV status, were equally as likely to purchase non-subsidized condoms, implementing 

all three programs would only avert a total of five infections. Testing alone would avert no additional 

infections, making the cost per infection infinite (Table 10, Column 3).  

 It is important to note that the estimates in Table 10 are based on the sample reporting having sex 

at the follow-up survey (Table 8, Panel B). If the sample having sex at the baseline survey had been used 

to estimate the effects of learning HIV status, the programs would be even less effective. In that case, the 

estimated average cost per infection averted by offering incentives is $1,697, selling condoms is $10,896, 

testing is $181,235, and implementing all programs is $44,883.  

 Other interventions may be much more effective in preventing the spread of HIV. For example, 

an evaluation of a randomized trial in Mwanza, Tanzania estimated that treating sexually transmitted 

diseases had an incremental costs of $217.62 per HIV infection averted (Gilson et al. 1997). In 

simulations of the effect of treating sexually transmitted diseases, Oster (2005b) estimates a cost of 

$78.24 per infection averted. Other types of interventions may also be effective strategies for HIV 

prevention – for example, improving blood supply safety ($172; Winsbury 1995), preventing mother to 

child transmission ($298 – $506; Marseille et al. 1999), or circumcision (Auvert 2005)45.  

 Part of the reason for high rates of participation was due to the in-home tests and the close 

proximity of the results center, but this also increases costs. An alternative strategy might be to bring 

mobile VCT centers into villages and use rapid tests, which has been successful in other countries 

(Mutevedzi  2002; Morin and Sakutukwa, 2002). Another strategy to reduce program costs is to lower the 

                                                      
45 These results differ from those found in Sweat et al. (2000), who estimated that HIV testing in Kenya and 
Tanzania resulted in a cost per infection averted of $249 and $346 respectively. The difference is likely to be due to 
selection and reporting bias in their study. 
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amount of the voucher – recall that the total voucher amount was irrelevant for overall VCT attendance46. 

Also, targeting high-risk populations such as sex workers is likely to be more cost-effective.  

 In sum, these results suggest that given reasonable ranges of epidemiological and behavioral 

parameters, and the estimates on condom use from this experiment, population-based testing is not as 

cost-effective as other strategies for averting HIV infections. Even in most favorable specification, the 

highest number of infections averted by testing within the 95 percent confidence interval is 11 infections, 

after a one-year program targeting 10,000 people (Table 10, column 2). It should also be noted that 

purchases of subsidized condoms were only made after respondents were given 30 cents – without this 

gift, condom sales would be even lower. Also, as parameters values indicate lower levels of risky sex, 

cost-effectiveness decreases. This means that if the HIV/AIDS epidemic declines, testing and counseling 

will become even less cost-effective.  

 

6 Conclusion  
This paper is the first to randomize the private benefits and costs that individuals face when deciding to 

learn their HIV status. Using this randomization, I estimate the elasticity of demand for learning HIV 

status and the impact of learning HIV results on subsequent sexual behavior. There are three main 

findings of this study. First, a monetary incentive of less than a tenth of a day’s wage doubled the rate of 

tested individuals learning their HIV results; distance also had a strong negative impact on attendance to 

randomly placed results centers. Second, among HIV positive individuals with a sexual partner, those 

who learned their status exhibited a higher demand for condoms than those who did not know their status, 

supporting the view that individuals are willing to bear the costs of safe sex in order to protect sexual 

partners. Third, because the magnitudes of the effects of learning HIV status were relatively small, the 

overall benefit to testing was low in terms of total infections averted. It should be noted that estimates of 

infections averted are based only on condom purchases after learning HIV results – other behaviors and 
                                                      
46 Lowering the voucher amount to $0.20 with the most optimistic calibration would reduce the cost per infection 
averted of offering incentives to $381. On the other hand, vouchers in the form of travel compensation may not be as 
effective. Recall that results centers located far from respondents’ homes (e.g., over 10 km) had no attendance 
despite large incentives that were offered. Another strategy would be to reduce the total cost of testing to say $8 per 
respondent, in which case the cost per infection averted for testing would be $24,005. 
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actual HIV status will be included in the analysis as future data becomes available. 

 This study contradicts widely held views that large psychological or stigma-related costs are 

barriers to learning HIV results. One organization, writing about individuals traveling to HIV results 

centers in Zimbabwe stated:  “the cost of stigma is quite high [to go to centers to be tested for HIV], more 

so than the bus fare to town” (Gunduza, 2002). The evidence from this experiment in Malawi provides 

contrary evidence. Such psychological barriers, if they exist, can easily and inexpensively be overcome. 

Cash incentives may directly compensate for psychological costs of learning HIV results or indirectly 

reduce external psychological costs, such as stigma, by providing individuals with an excuse to attend the 

results center. Rather than expensive campaigns to reduce perceptions of stigma, simply reducing the 

opportunity costs of attendance by offering subsidies or increasing the accessibility of clinics may be 

effective strategies for increasing uptake. It is important to keep in mind, however, that these results may 

differ in settings with higher prevalence rates or under different circumstances. 

 There may also be scope for offering subsidies or incentives for other positive health behavior, 

such as remaining HIV negative, adhering to antiretroviral therapy, getting circumcised, attending 

prenatal clinics (Dupas 2005), or being tested and treated for other sexually transmitted diseases (Oster 

2005). This is the subject of future research.  

 Testing had no impact on HIV negatives, or those without a sexual partner, despite lengthy pre- 

and post-test counseling sessions with nurses, education about safe sex, and offers of subsidized condoms. 

Given the findings in this study, other prevention programs should be explored before investing into 

costly testing programs. However, if governments or organizations choose to invest in testing programs, 

or if a testing program is already in place, offering small monetary rewards may help to increase uptake 

and return rates. Because there are small positive behavioral effects on HIV positives learning their status, 

inexpensive boosts in participation may help to increase the effectiveness of such programs.  

 It is important to revisit and challenge previous assumptions about HIV testing and sexual 

behavior. With rigorous empirical evidence and a better understanding of behavior in Africa, policies may 

be more accurately and effectively designed to reduce the spread of HIV.  
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Table 1: Summary Statistics 
    

Panel A: Respondent Characteristics Full Sample1 Follow-up Sample2 
      

 Sample size 2769 1553 
      

  Mean Standard 
Deviation Mean Standard 

Deviation 
 Male 0.46 (0.50) 0.46 (0.50) 
 Age 33.4 (13.7) 34.6 (14.3) 
 Years of education 5.0 (3.5) 5.2 (3.6) 
 Weekly income in 2001 (Dollars)  9.8 (3.5) 9.9 (3.6) 
 Value of crops produced  in 2004 (Dollars)  2,326.4 (2,117.5) 2,430.1 (2,065.2) 
      

Panel B: Health     
      

 HIV positive3 0.067 (0.250) 0.054 (0.226) 
 Gonorrhea positive4 0.031 (0.174) 0.001 (0.026) 
 Chlamydia positive5 0.003 (0.055) 0.004 (0.064) 
 Trichomoniasis positive6 0.024 (0.153) 0.016 (0.125) 
 Reported having sex during 2004 0.77 (0.42) 0.79 (0.41) 
 Reported using condoms during 2004 0.21 (0.41) 0.21 (0.41) 
 Sexual acts in one month7 (if >0) 5.6 (5.4) 5.4 (5.2) 
      

Panel C: Incentives, Distance and Attendance at Results Centers  
      

 Monetary incentive8 (Dollars) 1.04 (0.89) 1.05 (0.91) 
 Distance to VCT center9 (km)  2.0 (1.30) 2.2 (1.33) 
 Attended VCT center 0.72 (0.45) 0.73 (0.45) 
 Attended VCT center (if incentive=0) 0.39 (0.49) 0.37 (0.48) 
      

Panel D: Follow-up Condom Sales    
      

 Purchased condoms at the follow-up --  0.24 (0.43) 
 Number of condoms purchased (if #>0) --  3.7 (2.18) 
 Reported purchasing condoms --  0.08 (0.28) 
 Reported having sex after VCT10   0.62 (0.49) 
       

 
Notes:  
1 Full sample includes respondents who accepted a test for HIV in 2004 and have age data.  
2 Follow-up sample includes respondents in two districts who were re-interviewed in 2005. 
3 HIV prevalence rates do not include 14 respondents with indeterminate diagnoses 
4 Gonorrhea prevalence rates do not include 85 respondents with indeterminate diagnoses 
5 Chlamydia prevalence rates do not include 85 respondents with indeterminate diagnoses 
6 Trichomoniasis was only tested among women 
7 Sexual acts per month were only asked during the nurses’ survey in Balaka. 
8 The monetary incentive is a sum of an incentive for learning HIV results and an incentive for learning other STI 
results 
9 Distance from assigned testing centers to respondents’ homes is a straight line spherical distance measured in 
kilometers. 
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Table 2: Impact of Monetary Incentives  
and Distance on Learning HIV Test Results  

 

Dependent Variable: Attendance at HIV Results Centers 
 All Respondents 
 (1) (2) (3) (4) 
Any  0.390*** 0.271*** 0.274*** 0.273*** 
 (0.025) (0.028) (0.028) (0.028) 
Amount   0.089*** 0.088*** 0.088*** 
  (0.012) (0.012) (0.012) 
HIV -0.049 -0.049 -0.054* -0.051 
 (0.032) (0.033) (0.032) (0.032) 
Distance (km)   -0.066**  
   (0.026)  
Distance Squared   0.009**  
   (0.004)  
Over 1 km    -0.051* 
    (0.024) 
Male 0.003 0.001 0.001 0.001 
 (0.017) (0.017) (0.017) (0.017) 
Age 0.005 0.005 0.005 0.005 
 (0.003) (0.003) (0.003) (0.003) 
Simulated average    0.003 -0.006 
  distance   (0.014) (0.011) 
Constant 0.359*** 0.375*** 0.438*** 0.415*** 
 (0.064) (0.063) (0.068) (0.067) 
     

Sample Size 2769 2769 2769 2769 
R2 0.15 0.17 0.17 0.17 
Average Attendance 0.72 0.72 0.72 0.72 
     

Notes:  
Significantly different than zero at 90% (*), 95% (**), 99% (***) confidence.  
 

Sample includes individuals who tested for HIV and have age data. Columns represent OLS coefficients; robust 
standard errors clustered by village (for 125 villages) with district fixed effects are in parenthesis. “Any” is an 
indicator if the respondent received any positive valued monetary incentive and “Amount” is the total value of the 
incentive. “HIV” is an indicator of being HIV positive. Controls also include age squared. Simulated average 
distance is an average distance of respondents’ households to simulated randomized locations of HIV results centers. 
Distance is measured as a straight line spherical distance from a respondent’s home to randomly assigned VCT 
center from geospatial coordinates and is measured in kilometers.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 38

Table 3: Interaction Effects with Incentives and Distance 
 

Dependent Variable: Attendance at HIV Results Centers 
 Balaka1 All Respondents 
 (1) (2) (3) (4) 
Any  0.462*** 0.228*** 0.280*** 0.273*** 
 (0.062) (0.054) (0.028) (0.025) 
Amount  0.119*** 0.088*** 0.088*** 0.089*** 
 (0.019) (0.012) (0.012) (0.012) 
Male 0.240*** 0.002 0.001 0.001 
 (0.093) (0.017) (0.017) (0.016) 
Male * Any  -0.271***    
 (0.087)    
HIV -0.122** -0.052 0.038 0.055 
 (0.048) (0.032) (0.087) (0.061) 
Over 1 km -0.028 -0.098* -0.050* -0.040 
 (0.033) (0.057) (0.024) (0.025) 
Over 1 km*Any   0.060   
  (0.056)   
HIV * Any   -0.110  
   (0.093)  
Over 1 km* HIV    -0.147** 
    (0.073) 
Constant 0.081 0.452*** 0.410*** 0.405*** 
 (0.101) (0.082) (0.067) (0.067) 
     

Sample Size 1020 2769 2769 2769 
R2 0.16 0.17 0.17 0.17 
Average Attendance 0.75 0.72 0.72 0.72 
     

Notes:  
Significantly different than zero at 90% (*), 95% (**), 99% (***) confidence.  
 

Sample includes individuals who tested for HIV and have age data. Columns represent OLS coefficients; robust 
standard errors clustered by village (for 125 villages) with district fixed effects are in parenthesis. “Any” is an 
indicator if the respondent received any positive valued monetary incentive and “Amount” is the total value of the 
incentive. “HIV” is an indicator of being HIV positive. Controls also include age, age squared and a simulated 
average distance variable (an average distance of respondents’ households to simulated randomized locations of 
HIV results centers). Distance is measured as a straight line spherical distance from a respondent’s home to 
randomly assigned VCT center from geospatial coordinates and is measured in kilometers. “Over 1 km” is an 
indicator if the respondent lived over one kilometer from the assigned HIV results center. 
1Balaka is one region in the sample. There was no differential effect of incentives and gender in the other two 
districts. 
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Table 4: Impact of Neighbors’ Attendance  
on Learning HIV Results 

 

Dependent Variable: Attendance at the VCT Center 
 Females Males 
 OLS IV OLS IV 
 (1) (2) (3) (4) 
% Neighbors attend (0 – 0.2 km)  0.099*** 0.103** 0.104*** -0.022 
 (0.038) (0.047) (0.035) (0.061) 
% Neighbors attend (0.2 -0.4 km) 0.031 0.030 0.003 0.060 
 (0.040) (0.057) (0.040) (0.057) 
% Neighbors attend (0.4 – 0.6 km)  0.007 0.010 -0.018 0.006 
 (0.038) (0.066) (0.045) (0.066) 
Any 0.292*** 0.292*** 0.245*** 0.253*** 
 (0.039) (0.038) (0.041) (0.041) 
Amount  0.092*** 0.092*** 0.086*** 0.083*** 
 (0.016) (0.016) (0.016) (0.016) 
Constant 0.288*** 0.284** 0.474** 0.497** 
 (0.102) (0.106) (0.092) (0.088) 
     
Sample Size 1484 1484 1269 1269 
R2 0.20 0.20 0.17 0.16 
Average Attendance 0.71 0.71 0.72 0.72 
      

Notes:  Significantly different than zero at 90% (*), 95% (**), 99% (***) confidence. Sample includes individuals 
who tested for HIV and have age data. Proportion attendance represents the fraction of neighbors living within 0.2, 
0.4, or 0.6 kilometer bands from the each respondent’s household that attended the HIV results center. The first 
stage of the IV estimates include instruments for each kilometer band: if any neighbor received a positive-valued 
incentive, the average incentive offered, and the average distance from neighbors’ households to the HIV results 
center. Robust standard errors clustered by village (for 125 villages) with district fixed effects are in parenthesis.  
“Any” is an indicator if the respondent received any positive valued monetary incentive and “Amount” is the total 
value of the incentive. Controls also include gender, HIV status, distance and distance-squared from the assigned 
HIV results center, age, age squared, number of neighbors within each kilometer band, and a simulated average 
distance variable (an average distance of respondents’ households to simulated randomized locations of HIV results 
centers). Distance is measured as a straight line spherical distance from a respondent’s home to randomly assigned 
VCT center from geospatial coordinates and is measured in kilometers. 
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Table 5: Impact of Spouses’ Attendance on  
Learning HIV Results, Married Respondents 

 

Dependent Variable: Attendance at the VCT Center 
 Females Males 
 OLS IV OLS IV 
 (1) (2) (3) (4) 
Spouse attended results center 0.256*** 0.112 0.308*** 0.345*** 
 (0.037) (0.084) (0.038) (0.077) 
Any 0.257*** 0.260*** 0.204*** 0.200*** 
 (0.060) (0.059) (0.055) (0.055) 
Amount  0.081*** 0.089*** 0.102*** 0.102*** 
 (0.018) (0.016) (0.020) (0.020) 
Constant 0.530*** 0.546*** 0.170 0.136 
 (0.168) (0.189) (0.192) (0.194) 
     
Sample Size 677 677 679 679 
R2 0.26 0.24 0.25 0.25 
Average Attendance 0.77 0.77 0.75 0.75 
      

Notes:  Significantly different than zero at 90% (*), 95% (**), 99% (***) confidence. Sample includes individuals 
who tested for HIV and have age data. Proportion attendance represents the fraction of neighbors living within 0.2, 
0.4, or 0.6 kilometer bands from the each respondent’s household that attended the HIV results center. The first 
stage of the IV estimates include: if the spouse received a positive-valued incentive and the amount of the spouses’ 
incentive. Robust standard errors clustered by village (for 125 villages) with district fixed effects are in parenthesis.  
“Any” is an indicator if the respondent received any positive valued monetary incentive and “Amount” is the total 
value of the incentive. Controls also include gender, HIV status, distance and distance squared from the assigned 
HIV results center, age, age squared, number of neighbors within each kilometer band, and a simulated average 
distance variable (an average distance of respondents’ households to simulated randomized locations of HIV results 
centers). Distance is measured as a straight line spherical distance from a respondent’s home to randomly assigned 
VCT center from geospatial coordinates and is measured in kilometers. 
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Table 6: Reactions to Learning HIV Positive Results 
    

Panel A: Sample who reported having sex at baseline 
Dependent 
Variables: Bought Condoms Number of Condoms 

Reported 
Buying Condoms 

Reported Having 
Sex at Follow-up 

 OLS IV OLS IV OLS IV OLS IV 
 (1) (2) (3) (4) (5) (6) (7) (8) 
Knows Status 0.326** 0.279* 1.371*** 1.849* 0.148*** 0.088 0.032 -0.003 
 (0.137) (0.148) (0.515) (0.964) (0.057) (0.077) (0.122) (0.194) 
         

Constant -0.007 0.107 -0.538 -1.698 0.098 0.243 1.215 1.299 
 (0.962) (0.874) (2.909) (3.320) (0.520) (0.585) (0.816) (0.864) 
         
Sample Size 71 71 71 71 71 71 71 71 
R2 0.15 0.15 0.13 0.12 0.12 0.11 0.12 0.11 
Mean 0.37 0.37 1.24 1.24 0.11 0.11 0.70 0.70 
 

Panel B: Sample who reported having sex at baseline and at follow-up 
Dependent 
Variables: Bought Condoms Number of Condoms 

Reported 
Buying Condoms  

 OLS IV OLS IV OLS IV   
 (1) (2) (3) (4) (5) (6)   
Knows Status 0.456*** 0.585*** 1.577** 2.493** 0.233*** 0.221   
 (0.016) (0.196) (0.629) (1.144) (0.092) (0.152)   
         

Constant 0.345 0.098 0.873 -0.872 -0.043 -0.019   
 (0.990) (0.946) (3.369) (3.966) (0.649) (0.639)   
         
Sample Size 50 50 50 50 50 50   
R2 0.20 0.18 0.15 0.10 0.14 0.14   
Mean 0.38 0.38 1.26 1.26 0.16 0.16   
 

 
Notes:  
Significantly different than zero at 90% (*), 95% (**), 99% (***) confidence.  
 

Sample includes HIV positive respondents in Balaka and Rumphi that were tested for HIV and were re-interviewed 
in 2005. Robust standard errors clustered by village (for 125 villages) with district fixed effects are in parenthesis. 
Controls also include gender, age, age squared, and a simulated average distance variable (an average distance of 
respondents’ households to simulated randomized locations of HIV results centers). Coefficients are either OLS or 
IV estimates where knowing HIV status is instrumented by having any positive-valued incentive, the total amount of 
the incentive, living over one kilometer of the HIV results center and all terms interacted with gender.  
 

“Bought Condoms” is an indicator if any condoms were purchased from interviewers at the follow-up survey; 
“Number of Condoms” is the total number of condoms purchased from interviewers; “Reported Buying Condoms”   
having sex and reported buying condoms were asked at the follow-up interview in 2005 and refer to the previous 
two months since the VCT was available. “Reported Having Sex” is if the respondent reported any sexual 
intercourse at the time of the follow-up survey. 
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Table 7: Reactions to Learning HIV Negative Results 
     

Panel A: Effects among those having sex and not having sex at Baseline 
Dependent Variables: Bought Condoms Number of Condoms Reported 

Buying Condoms 
Reported Having Sex 

at Follow-up 
 OLS IV OLS IV OLS IV OLS IV 
 (1) (2) (3) (4) (5) (6) (7) (8) 
Knows Status 0.018 -0.097 0.227 -0.034 -0.030 -0.054 0.017 -0.016 
 (0.050) (0.104) (0.191) (0.431) (0.027) (0.054) (0.060) (0.123) 
Had Sex at Baseline *  -0.042 0.100 -0.443** -0.149 0.021 0.092 -0.023 -0.057 
     Knows Status (0.052) (0.121) (0.217) (0.542) (0.032) (0.073) (0.068) (0.133) 
Had Sex at Baseline 0.117*** 0.018 0.631*** 0.425 0.050 0.000 0.378*** 0.402*** 
 (0.037) (0.084) (0.176) (0.380) (0.030) (0.052) (0.061) (0.100) 
Constant 0.497*** 0.586*** 1.743*** 1.947*** 0.122*** 0.142** -0.328*** -0.306*** 
 (0.100) (0.113) (0.368) (0.406) (0.045) (0.065) (0.078) (0.116) 
         

Sample Size 1478 1478 1478 1478 1478 1478 1478 1478 
R2 0.16 0.16 0.09 0.09 0.06 0.06 0.22 0.22 
Mean 0.25 0.25 0.91 0.91 0.09 0.09 0.73 0.73 
     

Panel B: Effects among those having sex and not having sex at baseline and at the follow-up 
Dependent Variables: Bought Condoms Number of Condoms Reported 

Buying Condoms  

 OLS IV OLS IV OLS IV   
 (1) (2) (3) (4) (5) (6)   
Knows Status -0.017 -0.028 -0.029 -0.042 -0.008 -0.018   
 (0.039) (0.088) (0.184) (0.406) (0.018) (0.045)   
Had Sex at Follow-up and  0.004 0.024 -0.156 -0.135 -0.011 0.059   
   Baseline * Knows 
Status (0.057) (0.116) (0.264) (0.551) (0.029) (0.073)   

Had Sex at Follow-up and  0.098 0.084 0.479** 0.464 0.093*** 0.042   
   Baseline (0.039) (0.077) (0.204) (0.391) (0.026) (0.056)   
Constant 0.556*** 0.564*** 2.071*** 2.080*** 0.134*** 0.140***   
 (0.095) (0.112) (0.373) (0.451) (0.047) (0.056)   
         

Sample Size 1478 1478 1478 1478 1478 1478   
R2 0.17 0.17 0.09 0.09 0.07 0.07   
Mean 0.27 0.27 0.99 0.99 0.11 0.11   
         

Notes:  
Significantly different than zero at 90% (*), 95% (**), 99% (***) confidence.  
 

Sample includes HIV negative respondents in Balaka and Rumphi that were tested for HIV and were re-interviewed 
in 2005. Robust standard errors clustered by village (for 125 villages) with district fixed effects are in parenthesis. 
Controls also include gender, age, age squared, and a simulated average distance variable (an average distance of 
respondents’ households to simulated randomized locations of HIV results centers). Coefficients are either OLS or 
IV estimates where knowing HIV status is instrumented by having any positive-valued incentive, the total amount of 
the incentive, living over one kilometer of the HIV results center and all terms interacted with gender and having 
sex.  
“Bought Condoms” is an indicator if any condoms were purchased from interviewers at the follow-up survey; 
“Number of Condoms” is the total number of condoms purchased from interviewers; “Reported Buying Condoms”   
having sex and reported buying condoms were asked at the follow-up interview in 2005 and refer to the previous 
two months since the VCT was available. “Reported Having Sex” is if the respondent reported any sexual 
intercourse at the time of the follow-up survey. 
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Table 8: Reactions to Learning HIV Results 
     

Panel A: Sample who reported having sex and not having sex at baseline  
Sample: Had Sex at Baseline Did Not Have Sex at Baseline 

Dependent Variables: 
Bought 

Condoms 
Number 

of 
Condoms 

Reported 
Buying 

Condoms 

Reported 
Having Sex 
at Follow-up 

Bought 
Condoms 

Number 
of 

Condoms 

Reported 
Buying 

Condoms 

Reported 
Having Sex 
at Follow-up 

 (1) (2) (3) (4) (5) (6) (7) (8) 
Knows Status -0.001 -0.198 0.036 -0.074 0.008 0.292 -0.024 0.005 
 (0.054) (0.249) (0.046) (0.065) (0.109) (0.467) (0.058) (0.130) 
Knows Status * HIV 0.161 1.562** 0.049 0.072 -0.197 -0.825 0.067 0.117 
 (0.151) (0.797) (0.089) (0.227) (0.380) (1.276) (0.060) (0.493) 
HIV  -0.033 -0.864 0.002 -0.225 0.221 0.776 -0.037 -0.224 
 (0.119) (0.487) (0.066) (0.194) (0.256) (0.834) (0.046) (0.281) 
Male 0.118*** 0.474*** 0.119*** -0.001 0.224*** 0.691*** 0.073*** 0.106*** 
 (0.022) (0.103) (0.019) (0.026) (0.041) (0.181) (0.022) (0.043) 
Male * HIV 0.041 0.122 -0.008 -0.273*** 0.024 0.010 0.227 0.016 
 (0.105) (0.432) (0.084) (0.103) (0.333) (1.077) (0.274) (0.380) 
Constant 0.572*** 2.164*** 0.145** 0.200** 0.144 0.781 0.032 -0.387** 
 (0.090) (0.443) (0.069) (0.102) (0.149) (0.716) (0.064) (0.164) 
         

Sample Size 1228 1228 1228 1228 334 334 334 334 
R2 0.16 0.09 0.06 0.05 0.13 0.06 0.07 0.13 
Mean 0.26 0.93 0.09 0.72 0.18 0.70 0.05 0.24 
     

Panel B: Sample who reported having sex and not having sex at the baseline and at the follow-up 
Sample: Had Sex at Baseline and Follow-up Did Not Have Sex at Baseline or at the  

Follow-up  

Dependent Variables: 
Bought 

Condoms 
Number 

of 
Condoms 

Reported 
Buying 

Condoms 

Bought 
Condoms 

Number 
of 

Condoms 

Reported 
Buying 

Condoms 

  

 (1) (2) (3) (4) (5) (6)   
Knows Status -0.035 -0.272 0.027 -0.050 -0.007 0.010   
 (0.064) (0.295) (0.055) (0.125) (0.532) (0.046)   
Knows Status * HIV 0.354** 1.866*** 0.214 -0.071 -0.248 0.025   
 (0.171) (0.735) (0.160) (0.572) (1.833) (0.058)   
HIV  -0.188 -1.246** -0.090 0.176 0.558 -0.006   
 (0.166) (0.604) (0.106) (0.338) (1.081) (0.041)   
Male 0.116*** 0.400*** 0.139*** 0.247*** 0.816*** 0.039**   
 (0.024) (0.104) (0.025) (0.050) (0.234) (0.020)   
Male * HIV 0.019 0.207 -0.025 0.368 -1.312 0.426   
 (0.133) (0.520) (0.099) (0.312) (1.009) (0.379)   
Constant 0.811*** 3.020*** 0.340*** 0.004 0.330 -0.007   
 (0.115) (0.704) (0.122) (0.037) (0.699) (0.030)   
         

Sample Size 890 890 890 253 253 253   
R2 0.19 0.10 0.08 0.12 0.07 0.10   
Mean 0.28 1.01 0.12 0.16 0.63 0.02   
         

Notes: Significantly different than zero at 90% (*), 95% (**), 99% (***) confidence. Sample includes respondents 
in Balaka and Rumphi that were tested for HIV and were re-interviewed in 2005. Robust standard errors clustered 
by village (for 125 villages) with district fixed effects in parenthesis. Controls include gender, age, age squared, and 
a simulated average distance variable (an average distance of respondents’ households to simulated randomized 
locations of HIV results centers). Coefficients are IV estimates where knowing HIV status is instrumented by having 
any positive-valued incentive, total amount of the incentive, living over one km of the HIV results center and all 
terms interacted with gender and HIV. “Bought Condoms” is an indicator if any condoms were purchased at the 
follow-up survey; “Number of Condoms” is the total number of condoms purchased; reported having sex and 
reported buying condoms refer to the previous two months since the VCT was available.  
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Table 9: Average Belief of Likelihood of Infection Before and After VCT 

 

Dependent Variable: “How likely is it that you are infected with HIV now?” 
After HIV Testing 

Panel A: HIV Negatives Before HIV 
Testing Knows 

Status 
Does Not 

Know Status Difference 

 (1) (2) (3) (4) 
No Likelihood 0.479 0.877 0.498 0.379*** (0.023) 
Low Likelihood 0.222 0.049 0.129 -0.080*** (0.015) 
High Likelihood 0.051 0.000 0.000 0.001 (0.003) 
Don’t know 0.258 0.071 0.371 -0.301*** (0.020) 
    

After HIV Testing 
Panel B: HIV Positives Before HIV 

Testing Knows 
Status 

Does Not 
Know Status Difference 

 (1) (2) (3) (4) 
No Likelihood 0.313 0.526 0.539 -0.012 (0.120) 
Low Likelihood 0.289 0.070 0.154 -0.084 (0.070) 
High Likelihood 0.072 0.228 0.115 0.113 (0.094) 
Don’t know 0.325 0.175 0.192 -0.017 (0.092) 
      

 
Notes:  
Significantly different than zero at 90% (*), 95% (**), 99% (***) confidence.  
 

Sample includes married respondents in Balaka and Rumphi that were tested for HIV, were re-interviewed in 2005, 
and whose spouse also agreed to an HIV test. Robust standard errors clustered by village (for 125 villages) with 
district fixed effects are in parenthesis. Controls also include gender, age, age squared, and a simulated average 
distance variable (an average distance of respondents’ households to simulated randomized locations of HIV results 
centers). Coefficients in columns 1 – 3 represent the unconditional mean. Column 4 presents the OLS coefficient 
and standard errors. 
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 Table 10: Marginal Cost of Interventions and Cost per Infection Averted  
     

Includes IV estimates for differential effects 
of learning HIV status on purchasing: 

Subsidized and 
Non-Subsidized Condoms 

 
Subsidized Condoms Only 

 (1) (2) (3) 
 

Marginal Cost 
Infections 

averted 
Cost per infection 

averted 
Infections 

averted 
Cost per infection 

averted 
   

Incentives 7,535 11 1,136 (50) 1 7,399 (167) 
     95% CI (7,191 – 7,879) (2 – 20) (1038 – 1234) (0 – 1) (7,070 – 7,727) 
Condoms 64,203 3 10,650 (270) 4 10,532 (119) 
     95% CI (63,645 – 64,761) (2 – 5) (10,119 – 11,181) (2 – 6) (10,299 – 10,765) 
Test 401,289 8 87,108 (5,427) 0 ∞ 
     95% CI (397,828 – 404,749) (1 – 15) (76,458 – 97,758) -- -- 
Test, Condoms, and   
   Incentives 469,098 23 26,904 (952) 5 66,716 (1,533) 

     95% CI (465,586 – 472,611) (7 – 40) (25,036 – 28,771) (3 – 7) (63,707 – 69,725) 
      
     

 
Notes:   
Standard errors are in parentheses. Cost Effectiveness for 10,000 people for one year. 
Marginal effectiveness of each program is calculated as the difference in costs, divided by the difference in 
infections averted for each program pair. Parameters include IV estimates accounting for effects on purchasing 
subsidized and non-subsidized condoms from Table 8, Panel B, Columns 1 and 3. Includes the estimates derived 
from using the sample of individuals that reported having sex at the follow-up survey. 
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Figure 1a: Malawi 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1b: Location of Study Sites  
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Figure 2: Percent Returning for HIV Results  
by Amount of Monetary Incentive Offered (Dollars) 
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Panel A: Effects of Receiving Some Incentive    
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              Panel B: Effects of the Total Amount of the Incentive 

Notes: Sample includes 2,762 individuals who tested for HIV. 0.05 percent error bars are presented. 
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Figure 3: Impact of Distance to VCT on Probability of Returning for HIV Results 
Non-parametric Fan Regression 
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Panel B: Impact of Distance among those Receiving and Not Receiving an Incentive 

 
Notes: Non-parametric Fan regression where distance is measured as a straight line spherical distance from a 
respondent’s home to randomly assigned VCT center from geospatial coordinates and is measured in kilometers.  
Sample includes 2,762 individuals who tested for HIV. Lines indicate percent attending the results centers and upper 
and lower confidence intervals. Upper and lower confidence intervals are included in each figure. 
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Figure 4: Percent Purchasing Condoms 
Among Respondents Who Reported Having Sex at Baseline Survey 
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Panel B: HIV Negatives 

Notes: Sample includes respondents in Balaka and Rumphi that were tested for HIV and were re-interviewed in 
2005 who reported having sex during 2004. 
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Appendix A: Distribution of Monetary Incentives to Return for HIV Results (Dollars) 
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Notes: Sample includes 2,762 individuals who tested for HIV and have basic age data. 
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Appendix B: Sample Attrition 
 

Panel A: Sample Size and Attrition (1) 
 Adolescent sample interviewed in 20041 973 
 Adult sample interviewed in 20042 2231 
 Percent of baseline adult sample interviewed in 20013 0.75 
 Percent of baseline adult sample interviewed in 2004 0.61 
  

Panel B: Acceptance of HIV Test  
 Percent Adolescents Tested for HIV 0.92 
 Percent Adults Tested for HIV 0.91 
   

Panel C: Follow up Survey, 20054  
 Adults and Adolescents Interviewed 0.82 
   

Panel D: Determinants of Participation in the Follow up Survey 
Dependent Variable: Participation in Follow up Survey OLS 
 (1) 
 Received Any Incentive -0.022 
  (0.027) 
 Total Amount of Incentive 0.005 
  (0.012) 
 Distance to VCT (km) -0.004 
  (0.018) 
   

 Sample Size 1915 
 R-square 0.01 
   

Notes: 
1 Married and unmarried adolescents between 15 and 24 were randomly selected from sample villages in 2004 and 
added to the longitudinal sample. No information about these individuals is available before 2004.  
2 Includes married adult men and women that were initially sampled in 1998 

3 Attrition from the sample was due to a variety of reasons. In 2001 17.1 percent of the 1998 sample had migrated 
and 2.9 percent had died. 2.6 had died. 
4 Respondents that had been tested for either STIs or HIV in Balaka and Rumphi were re-interviewed in 2005. 
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Appendix C: First Stage Regression: 
The Impact of Incentives and Distance on Knowing Results 

 HIV Positives 
Sample Had Sex at 

Baseline 
Had Sex at 
Follow-up 

HIV Negatives 

Dependent Variables Knows 
Status 

Knows 
Status 

Knows Status * 
Had Sex at Baseline 

Knows 
Status 

Know Status * Had 
Sex at Follow-up 

Knows 
Status 

 (1) (2) (3) (4) (5) (6) 
Had Sex   0.349*** 0.061 0.326*** -0.086 
   (0.051) (0.058) (0.037) (0.049) 
Male 0.394* 0.432** 0.036 0.024 0.026 0.22 
 (0.212) (0.241) (0.041) (0.047) (0.035) (0.046) 
Age -0.093** -0.035 0.006* 0.003 0.001 0.004 
 (0.040) (0.036) (0.003) (0.004) (0.003) (0.004) 
Age2 0.001*** 0.000 0.000 0.000 0.000 0.000 
 (0.001) (0.000) (0.000) (0.000) (0.000) (0.000) 
Any  0.577*** 0.599** 0.006 0.392*** 0.002 0.239*** 
  (0.211) (0.256) (0.078) (0.089) (0.050) (0.067) 
Amount  0.156** 0.212** -0.001 0.079** 0.002 0.092*** 
 (0.081) (0.109) (0.036) (0.042) (0.024) (0.032) 
Under 1 km 0.453*** 0.297 0.005 0.073 0.002 0.116** 
 (0.141) (0.183) (0.061) (0.070) (0.142) (0.056) 
Any * Male -0.121 -0.154 -0.019 -0.022 -0.020 0.043 
 (0.293) (0.335) (0.096) (0.109) (0.066) (0.087) 
Amount * Male 0.252* 0.229 0.000 -0.008 0.000 -0.019 
 (0.147) (0.159) (0.053) (0.061) (0.035) (0.047) 
Under 1 km * Male -0.709*** -0.493* 0.000 0.034 -0.002 -0.176 
 (0.248) (0.289) (0.085) (0.097) (0.059) (0.078) 
Any * Had Sex   0.304*** -0.094 0.371*** 0.125* 
   (0.084) (0.095) (0.059) (0.078) 
Amount * Had Sex   0.105*** 0.027 0.102*** 0.012 
   (0.041) (0.047) (0.030) (0.040) 
Under 1 * Had Sex   0.105 0.026 0.080 -0.038 
   (0.070) (0.080) (0.053) (0.070) 
Any * Male * Had Sex   -0.007 0.008 -0.039 -0.098 
   (0.099) (0.123) (0.072) (0.095) 
Amount * Male * Had Sex   0.009 0.015 0.022 0.041 
   (0.060) (0.069) (0.045) (0.059) 
Under 1 * Male * Had Sex   -0.134 -0.094 -0.055 0.122 
   (0.097) (0.111) (0.075) (0.099) 
       

Sample Size 71 53 1478 1478 1478 1478 
R2 0.29 0.39 0.51 0.22 0.65 0.22 
F-test 21.62 12.31 324.29 20.14 540.92 18.84 

Notes:  
Sample includes respondents in Balaka and Rumphi that were tested for HIV and re-interviewed in 2005. 
Significantly different than zero at 90% (*), 95% (**), 99% (***) confidence. Robust standard errors clustered by 
village (for 125 villages) with district fixed effects are in parenthesis. Controls for gender, age, age squared and a 
simulated average distance are also included. Columns represent the first stage regressions from Table 7 and Table 
8. “Had sex" refers to either having sex at the baseline or at the follow-up survey. 
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Appendix D: Effect of Learning HIV Results 

Married Respondents whose Spouse also Tested 
 

Dependent Variable: Purchasing Condoms 

 Both HIV Negative At Least One Spouse 
HIV Positive 

 OLS IV OLS IV 
 (1) (2) (3) (4) 
Knows HIV Status 0.079 0.085 0.443*** 0.354 
 (0.051) (0.146) (0.140) (0.378) 
Knows HIV Status *              
 Spouse Knows HIV Status -0.176*** -0.147 -0.055 0.398 

 (0.068) (0.228) (0.139) (0.703) 
Spouse Knows HIV Status 0.093* 0.116 -0.034 -0.369 
 (0.050) (0.168) (0.056) (0.362) 
     

Sample Size 699 699 73 73 
R-square 0.18 0.18 0.21 0.15 
Mean 0.21 0.21 0.30 0.30 
     

 
Notes:  
Significantly different than zero at 90% (*), 95% (**), 99% (***) confidence.  
 

Sample includes married respondents in Balaka and Rumphi that were tested for HIV, were re-interviewed in 2005, 
and whose spouse also agreed to an HIV test. Robust standard errors clustered by village (for 125 villages) with 
district fixed effects are in parenthesis. Controls also include gender, age, age squared, and a simulated average 
distance variable (an average distance of respondents’ households to simulated randomized locations of HIV results 
centers). Coefficients are either OLS or IV estimates where knowing HIV status is instrumented by having any 
positive-valued incentive, the total amount of the incentive, living over one kilometer of the HIV results center and 
all terms interacted with gender. Spouse knowing HIV status is instrumented by if the spouse received a positive-
valued incentive and the total amount of the incentive. The set of instruments also includes the interactions of 
spouses’ and respondents’ incentive. The dependent variable is an indicator if any condoms were purchased from 
interviewers at the follow-up survey. 
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Appendix E: Calculating Cost-Effectiveness 

To calculate the cost-effectiveness, I first estimate the costs for each activity: HIV testing, counseling, and 

selling condoms47.  

Program Cost per Respondent (Dollars) 
 

  Average Percent Low High 
Testing Transportation 4.54 0.10 4.54 4.54 
 Labor 13.57 0.31 11.75 16.15 
 Training 1.66 0.04 1.66 1.66 
 Laboratory costs 22.45 0.51 6.76* 22.45 
 Supplies 1.84 0.04 1.06 2.87 
 Subtotal 44.06  25.57 47.05 
      

Counseling  Transportation 0.68 0.13 0.68 0.68 
and Results Labor 3.48 0.64 3.37 4.76 
 Training 0.16 0.03 0.16 0.16 
 Supplies 1.09 0.20 0.63 1.72 
 Subtotal 5.51  4.53 6.64 
      

Selling  Transportation 0.90 0.18 0.90 0.90 
Condoms Labor 3.33 0.68 3.23 3.48 
 Supplies 0.64 0.13 0.18 1.06 
 Subtotal 4.87  4.31 5.44 
      

 Total Cost 55.34  34.41 59.14 
      

 
The costs of each intervention include actual costs incurred during 2004 fieldwork in Malawi and do not 

include any research-related expenses; high and low estimates for any variable costs are also included in 

the analyses and all costs were converted to US$ (107 Malawi Kwacha per dollar). The HIV tests and 

related fees (e.g., equipment for sample collection, laboratory and processing fees) constituted the largest 

proportion of costs ($22.45 per respondent). The laboratory costs are somewhat higher than in other 

studies and for the purpose of comparability I assign the lowest estimated cost of testing to $6.76 per 

respondent, following Sweat et al. (2000).  

 Labor (e.g., salary, accommodations, and benefits), accounts for the second largest proportion of 

costs ($13.57 per respondent), followed by transportation costs that include vehicle rental and fuel to 

transport employees to the rural study sites, as well as the cost of transporting HIV samples to the 

laboratory ($4.54 per respondent). Training for collecting HIV samples was approximately one week and 

included the costs of paying salaries, instructors, and room rental fees ($1.66 per respondent); training for 

post-test counseling was a two-day seminar ($0.16 per respondent)48. Supplies included employee 

uniforms, freezers and cold packs for HIV samples, portable tents, and other necessary supplies and 

                                                      
47 These costs are derived from one representative study site, Balaka, based on the actual number of days for each 
activity, employees hired, and respondents approached. 
48 Separate training was necessary in each of the district study sites because each area required nurses that spoke the 
local language unique to that district. 
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equipment ($1.84 per respondent).  

 The average total cost per respondent of testing was $44.06, of counseling was $5.51, and for 

selling condoms to respondents was $4.87. All effort was made to choose the least expensive options for 

each portion of the project and all parameters (except the costs of testing as explained above) are 

comparable to costs from other effectiveness studies. Calibrations also include the costs of vouchers 

($0.96), approaching respondents who refused to be tested, ($20.80 per respondent), of subsidizing 

condoms ($0.05 per condom), and the 30 cents given to each respondent to purchase condoms. 

 Following Sweat et al. (2000) and Bouey, Saidel and Rehle (1998), I calculate the probability of 

HIV infection equal to: 

    MN P)}(1S]E)FR(1{P[11 −+⋅⋅−−−  

P is the prevalence rate of sexual partners of the uninfected individual; R is the transmission rate per 

sexual act; F is the fraction of sexual acts with a condom; E is the efficacy of condoms; S is the likelihood 

of having sex; N is the average number of sexual acts in a month; and M is the average number of sexual 

partners. Each parameter is either derived from the data or from epidemiological values from other 

sources. Parameter values from other studies are assumed to be uniformly distributed between high and 

low published values. Other values are assumed to be distributed normally with means and standard 

deviations derived from the data. 

Epidemiological Parameters 
 

Panel A: Epidemiological Parameters  Low High Distribution Source 
Condom effectiveness (E) 0.90 0.95 Uniform Pinkerton and Abramson (1997) 
Transmission rates per sexual act (R) 0.0011 0.02 Uniform Gray et al. (2001), Bouey, Saidel, and 

Rehle (1998) 
Average number of partners (M) 1.07 1.32 Uniform Follow-up survey, Sweat et al. (2000)  
      

Panel B: Sexual Behavior Parameters Mean Standard 
Deviation 

Distribution Source 

HIV prevalence (P) 0.067 (0.23) Normal Baseline 2004 Data 
HIV prevalence (positive sexual partner) (P) 0.381 (0.488) Normal Baseline 2004 Data 
HIV prevalence (negative sexual partner) (P) 0.047 (0.213) Normal Baseline 2004 Data 
Average sexual acts (if #>0) (N) 82.9 (126.4) Normal Follow-up Rumphi Data 
Likelihood of having sex (S) 78.6 (0.41) Normal Baseline 2004 Data 
Likelihood of using condoms (F) 0.21 (0.41) Normal Baseline 2004 Data 
Likelihood of purchasing  
non-subsidized condoms (F) 

Varies by knowledge 
of HIV status 

Normal Predicted IV estimates from Table 8, 
Panel B, Column 3 

Likelihood of purchasing  
subsidized condoms (F) 

Varies by knowledge 
of HIV status 

Normal Predicted IV estimates from Table 8, 
Panel B, Column 1 

      

 

 Condom efficacy is assumed to range between 0.90 and 0.95 (Pinkerton and Abramson 1997) and 

a per-sex act transmission rate between 0.0011 and 0.02 (Gray et al. 2001; Bouey, Saidel, and Rehle 
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1998)49. The overall HIV prevalence rate was 0.067 in the MDICP sample, however, the HIV prevalence 

rate of spouses with an HIV positive partner was 0.381 (standard deviation 0.488) and the HIV prevalence 

rate of spouses with an HIV negative partner was 0.047 (standard deviation 0.213); these are the 

prevalence rates used in the calibrations50. During the follow-up survey in one district, respondents were 

asked how many sexual partners they had in the past two months. On average, respondents reported 

having 1.07 sexual partners; this value is used as the lowest estimate of sexual partners in a year, 

assuming number of sexual partners is constant over time. The highest average number of reported sexual 

partners in Sweat (2000) was 1.32 per year, and I use this estimate as the highest parameter value. Recall 

that the likelihood of having sex did not vary with knowledge of HIV status (Tables 5 – 7); I therefore 

assume a 78.6 percent likelihood of having sex in a year for all respondents, which is the value from the 

baseline 2004 survey (standard deviation 0.41). Before learning HIV results, at one study site, 

respondents were asked the number of times in the previous month they had engaged in sex – the average 

reported number of monthly sexual acts was 5.6, thus making an average annual rate of 82.9 acts51.  

 The only parameter that varies by knowledge of HIV status is F, the fraction of sexual acts 

protected by condoms. Because of data limitations I am unable to measure if condom efficacy, average 

number of partners, or average number of sexual acts changed in response to learning HIV results. 

However, just as there was no significant impact of learning HIV status on reported likelihood of having 

sex, it is possible that there was little to no effect of testing on these measures (this will be further 

explored after the next round of data collection). I calculate F with measures of average baseline condom 

use, reported purchases of non-subsidized condoms, and purchases of subsidized condoms, separately for 

HIV positives and negatives who know and do not know their HIV status. I assume a baseline rate of 

condom use of 21.0 percent (standard deviation 0.41) for all respondents, which was the likelihood that a 

respondent used a condom with their last sexual partner in the baseline 2004 survey data. The average 

likelihood of purchasing subsidized condoms is assumed to be normally distributed with mean and 

standard deviation of the predicted values of the IV estimates in Table 8, Panel B, Column 1. This is 

calculated separately for HIV negatives and positives who know and do not know their status. The 

                                                      
49 The low value of the transmission rate (0.0011) is derived from heterosexual couples in Uganda (Gray et al. 
2001); the high value in Gray et al. (2001) was 0.0041 among those with genital ulcerations; however Bouey, Saidel, 
and Rehle (1998) estimate an average transmission rate of 0.002. I use this value in the calibrations. This also 
assumes that the per-sex transmission rate is constant over partners, and over time within the same partnership, 
which is likely to over-state the actual transmission rate, favoring testing effectiveness. Also see Bracher et al. 
(2004) for detailed discussion on breakage and slippage rates of condoms in Africa. 
50 Individuals having sexual relations outside of marriage or among high-risk groups would face different prevalence 
rates. Sweat et al. (2000) assumes that sexual partners of HIV positives have the same prevalence rate as the overall 
rate and that sexual partners of HIV negatives have a rate 10 percent lower than the overall rate, which are 
assumptions that are likely to understate actual infection rates, favoring cost-effectiveness. 
51 This assumes that HIV positives and HIV negatives have sex with the same frequency, although it is likely that 
HIV positives have fewer sexual acts (Gray et al. 2001). 
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average number of condoms purchased is 3.7 (standard deviation 2.2; Table 1, Panel D). 

 In no specification was the impact of HIV knowledge on reported purchases of condoms 

statistically significant, however, the coefficient had a positive point estimate. For this reason, I present 

estimates with and without using the estimates on the impact on reported condom purchases in the 

calibration, assuming one condom is purchased. I either assign all respondents an equal likelihood of 

purchasing non-subsidized condoms (0.08), or derive the average likelihood of purchasing non-subsidized 

condoms for HIV positives and negatives who know and do not know their status from the IV estimates 

in Table 8, Panel B, Column 3.  

 Given these parameters, I take 1,000 independent random draws from the distribution of each 

value to derive the expected probability of HIV positives infecting their partner(s) and of HIV negatives 

becoming infected, separately for those that do and do not purchase subsidized condoms, and those that 

do and do not know their HIV status. I assume that all purchased condoms are used during sexual 

intercourse, assume an HIV test acceptance rate of 0.92, and do not condition on distance from the VCT 

center to estimate the impact of receiving a voucher on learning HIV results. All results are calculated as 

12 month effects per 10,000 people approached for an HIV test and re-approached once to purchase 

condoms. 

 Using the estimated probabilities of infection, I simulate the total number of new infections and 

total costs under six programs: (1) Testing, offering vouchers, and selling condoms, (2) testing without 

vouchers and selling condoms, (3) selling condoms, (4) testing with vouchers, (5) testing without 

vouchers, and (6) having no program. To measure the incremental cost-effectiveness ratio (ICER) for 

each additional program I divide the difference in costs by the difference in infections for each program 

(Briggs and Fenn 1998): 

 (7)  Incremental cost-effectiveness ratio (ICER) = 
21

21

II
CC

−
−

 

iC is the average cost and iI is the average number of infections of program i . The ICER is computed for 

each incremental program (e.g., vouchers, condoms, testing, and all three programs together) 1,000 times 

to compute an average ICER and bootstrapped standard errors.  

 
 


